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Investigation of Thermal
Accommodation Coefficients in
Time-Resolved Laser-Induced
Incandescence
Accurate particle sizing through time-resolved laser-induced incandescence (TR-LII) re-
quires knowledge of the thermal accommodation coefficient, but the underlying physics of
this parameter is poorly understood. If the particle size is known a priori, however,
TR-LII data can instead be used to infer the thermal accommodation coefficient. Thermal
accommodation coefficients measured between soot and different monatomic and poly-
atomic gases show that the accommodation coefficient increases with molecular mass for
monatomic gases and is lower for polyatomic gases. This latter result indicates that
surface energy is accommodated preferentially into translational modes over internal
modes for these gases. �DOI: 10.1115/1.2977549�

Keywords: laser-induced incandescence, soot, accommodation coefficient, gas/surface
scattering
ntroduction
Research and development of novel nanoparticle sizing tech-

iques is driven by several emerging applications. These tools are
ritical for assessing the impact of soot on human health and
limate change, for example, which depend strongly on soot par-
icle size �1–4�. Laser-based particle sizing is also used to under-
tand how soot generated within combustion devices influences
heir operating efficiency �5�, which is increasingly important in
he context of climate change and high fuel costs �6�. Finally,
ccurate metrology techniques have recently been adopted to con-
rol the synthesis of engineered nanoparticles �7� such as carbon
lacks. Laser-based diagnostics are well suited to these applica-
ions since, in contrast to direct sampling and transmission elec-
ron microscopy �TEM� analysis, they allow spatially and tempo-
ally resolved measurements of particles without perturbing the
erosol.

Although time-resolved laser-induced incandescence �TR-LII�
as conceived as a tool for particle sizing over 20 years ago �8�
nly recently has it been adopted for carrying out particle sizing
easurements in the above applications �e.g., see Refs. �9–20��. In

his procedure a short laser pulse heats a sample of nanoparticles
uspended in the carrier gas to incandescent temperatures, typi-
ally 3300–3600 K in low-fluence experiments. The spectral in-
andescence of the laser energized particles is measured as they
eturn to thermal equilibrium with the gas, and a time-resolved
emperature is usually defined pyrometrically using incandescence

easurements made at two or more wavelengths. Since larger
articles take longer to cool than smaller ones, the particle size
istribution can, in principle, be recovered from the observed tem-
erature decay.

When carrying out this measurement, it is critical to accurately
odel the heat transfer between the particle and the ambient gas

uring the cooling phase, which is almost entirely due to free-
olecular heat conduction in experiments carried out at atmo-

pheric pressure. In this regime gas molecules travel ballistically

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 25, 2008; final manuscript re-
eived May 12, 2008; published online September 25, 2008. Review conducted by

atrick E. Phelan.

ournal of Heat Transfer Copyright © 20
between the equilibrium gas and the particle surface without un-
dergoing intermediate intermolecular collisions, so the overall
conduction rate depends on the energy transferred when a gas
molecule collides with the particle surface. This quantity is speci-
fied by the thermal accommodation coefficient; although this pa-
rameter was conceived by Maxwell �21�, its quantitative definition
is usually attributed to Knudsen �22�,

� =
Tg,o − Tg

Ts − Tg
=

Eg,o − Eg

Es − Eg
�1�

where Ts is the particle temperature, Tg and Tg,o are the tempera-
tures of the incident and scattered gas molecular streams, respec-
tively, and Es, Eg, and Eg,o are the corresponding energy states.
Clearly, accurate particle sizing is predicated on knowledge of �,
and several recent studies �12,15,17,20,23,24� have found � val-
ues by comparing pyrometrically observed temperature decays
from TR-LII experiments with particle morphologies measured by
electron microscopy or light scattering with the intention of using
these values to carry out TR-LII particle sizing under other ex-
perimental conditions. The majority of these studies report accom-
modation coefficients ranging from �=0.24 �15� to �=0.44
�17,24�, although some studies �13,16� assume perfect accommo-
dation in particle sizing studies. �Reference �15� originally re-
ported �=0.07 due to a calculation error and was subsequently
corrected.� For the most part these results have done little to elu-
cidate the underlying physics of the thermal accommodation co-
efficient, however, since the vast majority of these studies pertain
to a single gas-particle combination carried out at a unique tem-
perature and pressure. �Notable exceptions are Eremin et al. �17�
and Gurentsov et al. �20�, who reported � values between soot and
Ar, CO, C3O2, and He.� Other types of accommodation coefficient
measurements between graphite and various gases have been car-
ried out �see, e.g., Refs. �25,26� and references therein�, but these
values are not directly applicable to laser-induced incandescence
because � is generally a function of Ts, and the surface tempera-
tures in these experiments are much lower than those encountered
in LII. Due to the deficient knowledge of thermal accommodation,
most LII researchers treat � more like a calibration constant than
a physical parameter, and there is little consensus on what may
constitute a reasonable value for this coefficient or how it may

vary with experimental parameters such as gas composition.

DECEMBER 2008, Vol. 130 / 121201-108 by ASME
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hese uncertainties severely limit confidence in particle sizes ob-
ained by TR-LII.

This paper presents thermal accommodation coefficients be-
ween soot and different monatomic and polyatomic gases with
he objective of identifying how gas molecular mass and structure
nfluence thermal accommodation in LII experiments. The soot is
xtracted from an ethylene diffusion flame and entrained into a
otive gas stream using a venturi-eductor. The gas/soot mixture

hen flows into a chamber where the LII measurement is carried
ut, and � is inferred from the observed temperature decay rate.
he experimental results show that the thermal accommodation
oefficient increases monotonically with molecular mass for the
onatomic gas, and � becomes smaller as the structural complex-

ty of the gas molecule increases for gases having similar molecu-
ar masses. The latter trend may be due to inefficient surface en-
rgy accommodation into the rotational and vibrational energy
odes of the gas molecule compared to the translational modes,

lthough further experimental and numerical studies are required
o verify if this is indeed the case.

xperimental Apparatus
The experimental apparatus, shown in Fig. 1, consists of a LII

ampling system that extracts soot from an ethylene laminar dif-
usion flame generated with a coflow burner operating under con-
itions described in Ref. �23�. Soot is sampled using a probe con-
ected to the throat of a venturi having a 0.030 in. �0.762 mm�
ritical diameter. Motive gas flows through the venturi at
0 l /min, causing a pressure drop that induces soot from the flame
enterline at a height of 52 mm above the burner into the motive
as stream. Although some gas from the flame and the surround-
ngs is entrained into the sampling system with the soot, a large
ilution ratio ��95% on a molar basis� ensures that it has a neg-
igible influence on the experimental results. The motive gas and
oot then enter the LII chamber, where the soot particles are en-
rgized with a pulsed Nd:YAG laser operating at 13.5 mJ/pulse at
0 Hz and 1064 nm. The pulse temporal width is about 7 ns, and
elay imaging is used to obtain a near spatially uniform “top hat”
eam profile as described in Ref. �27�. The laser heats the soot to
peak temperature of about 3600 K, and the resulting incandes-

ence is imaged onto two photomultipliers equipped with narrow-
and interference filters centered at 397 nm �36 nm FWHM� and
82 nm �19 nm FWHM�, respectively. �A more detailed descrip-
ion of the optics is provided in Ref. �27�.� Transient signals from
he photomultipliers are digitized and averaged over 100 shots to

itigate shot noise, resulting in a set of incandescence decay
urves. These curves are used to derive an effective temperature,
s�t�, using two-color pyrometry �27�, which represents an aver-
ge temperature of the primary particles biased toward the larger
articles.

As noted above, inferring � from the observed LII cooling rate
equires an independent measurement of the soot particle mor-
hology as specified by the number of primary particles per ag-

Venturi

To flare and
atmosphere

LII Measurement
ChamberMotive Gas

Soot Sample

Laminar Diffusion Flame

Fig. 1 Schematic of the experimental apparatus
regate, Np, and the diameter of the primary particles, dp. To a

21201-2 / Vol. 130, DECEMBER 2008
good approximation, the primary particle diameters can be treated
as uniform while Np usually obeys a log-normal distribution
�28–30�. �The validity of these assumptions is discussed later in
this paper.� In this analysis these parameters are inferred by trans-
mission electron microscopy of soot particles sampled from the
gas stream entering the LII chamber. The TEM grids are more
sparse than those typical of in-flame sampling since the thermo-
phoretic forces that drive soot particles onto the grid in the pres-
ence of a large temperature gradient are not present in this experi-
ment. Nevertheless, images of 48 soot particles provide an
adequate representation of those that enter the LII chamber. The
images are analyzed using the projected area method �31� that
computes the number of primary particles per aggregate based on
the relationship

Np = fa�Aa/Ap��a �2�

where Aa is the projected area of the aggregate calculated mea-
sured from the TEM image, while Ap=�dp

2 /4 is the projected area
of a primary particle and fa and �a are fractal parameters charac-
teristic of soot aggregates. A primary particle diameter of 29 nm
was sized manually from the TEM images, which is consistent
with dp values measured from soot sampled within the flame �32�,
and fa and �a are set equal to 1.16 and 1.1, respectively, typical
values for soot particles that are mass fractal in nature �33�. Figure
2 shows a histogram of the number of primary particles per ag-
gregate, which indeed appears roughly log-normal in shape; the
majority of aggregates contain between 100 and 300 primary par-
ticles, with an arithmetic mean of 179. Similar studies done on
soot sampled near the extraction height within the ethylene diffu-
sion flame �23,34� predict average values of Np less than 100,
which shows that while the primary particle diameter remains
unchanged, some cluster-cluster aggregation occurs within the
sampling manifold.

LII Data Analysis
The thermal accommodation coefficient is retrieved from the

pyrometrically defined effective temperature, Ts�t�, based on a
heat transfer model of the particle cooling rate �35�. Heat transfer
in experiments carried out at low laser fluence and within the
free-molecular regime is well understood, and although there is
some uncertainty in the physical parameters of soot, in general
there is widespread accord on best modeling practices for this type
of experiment �36,37�. Furthermore, adsorbed surface contami-
nants that confound interpretations of � measurements on lower-
temperature surfaces are unlikely to be present here due to the
high energy of the soot particle relative to the potential well
depths �38� formed by attractive van der Waals forces between the
gas molecule and the surface atoms. Table 1 shows that the well
depths, D, �39� are smaller than the characteristic surface energy
at 3600 K, which prevents these gas species from adsorbing onto
the soot particle surface.

In low-fluence LII experiments, the laser pulse is too weak to
cause sublimation �40�, which is the main source of uncertainty in
LII modeling �36�. Furthermore radiation heat loss from the par-
ticles is negligible in experiments conducted in atmospheric pres-
sure �35�. Consequently, after the laser pulse an energy balance on
the soot particles reduces to

�scsNp

�dp
3

6

dTs

dt
= − qcond�Ts�t�,Tg� �3�

where �s and cs are the density and specific heat of soot and qcond
is the net heat transfer from the aggregate to the surrounding gas.
The density and specific heat of soot are evaluated from Fried and
Howard’s correlations for graphite �41�, while Np and dp are set
equal to 200 nm and 29 nm based on TEM images of the ex-

tracted soot.
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Heat conduction in time-resolved LII experiments occurs in ei-
her the free-molecular regime or the transition regime �35� de-
ending on the Knudsen number, Kn=2�MFP /dp, where the Max-
ell mean free path in the gas is

able 1 Comparison of desorption energies between some
as species and graphite †46‡ and the surface energy at 3600 K

Species D �meV� �46� D / �kBTs�

He 16.6 0.05
Ar 96 0.31
N2 104 0.34
CO 109.6 0.35
CH4 130 0.42
Xe 162 0.52
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�MFP�Tg� =
kcond�Tg�
f�Tg�Pg

���Tg� − 1���mgTg

2kB
�4�

and the Eucken factor is f�Tg�=kcond�Tg� / ���Tg�cv�Tg��. �Tem-
perature dependent gas properties are found using correlations in
Refs. �42–44�.� Under the conditions of the present LII experi-
ment, Kn ranges from 1 to 10 depending on the gas, so heat
conduction from the primary particles occurs in the near free-
molecular regime, as shown in Fig. 3. In this regime
qcond�Ts ,Tg�=�qcond,max�Ts ,Tg�, where qcond,max�Ts ,Tg� is the con-
duction heat transfer that would occur if every colliding gas mol-
ecule reached thermal equilibrium with the surface and is given by
�45,46�
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qcond,max�Ts,Tg� = Acond
Pgc�Tg�

8Tg

�*�Tg,Ts� + 1

�*�Tg,Ts� − 1
�Ts�t� − Tg� �5�

here c�Tg�= �8kBTg /�mg�1/2, �*�Tg ,Ts� is an average adiabatic
onstant,

�*�Tg,Ts� =
1

Ts − Tg
�

Tg

Ts dT

��T� − 1
�6�

nd Pg and Tg are 101.3 kPa and 293 K, respectively. The effec-
ive heat transfer area of the soot aggregate, Acond, is less than

p�dp
2 because primary particles on the aggregate exterior shield

hose on the interior from approaching gas molecules. In some
revious studies �23,24�, this was heuristically accounted for
hrough an effective heat transfer area Acond=�Da

2 with a diam-
ter derived from Eq. �2�,

Da = dp�Np/fa�1/2�a �7�
ased on the argument that at high Knudsen numbers an ap-
roaching gas molecule “sees” the projected area of the soot ag-
regate. This treatment was critically examined by Liu et al. �35�,
ho performed discrete simulation Monte Carlo �DSMC� simula-

ions of free-molecular heat transfer from a soot aggregate assum-
ng a Maxwell scattering kernel. Their simulation showed that Eq.
7� underestimates Acond because it does not consider gas mol-
cules that reach the aggregate interior through scattering and par-
ial accommodation with primary particles on the aggregate exte-
ior, a process that depends on �. Instead, based on their DSMC
imulation they recommend that Eq. �7� be used with

fa = 1.04476 + 0.22329� + 7.14286 	 10−3�2 �8�
nd

2�a = 1.99345 + 0.30224� − 0.11276�2 �9�
hich is the approach adopted here.
The thermal accommodation coefficient is found by first setting

�t�=Ts�t�−Tg and then solving Eqs. �3� and �5� to get ln 
�t�=
�C1t+C2, where

C1 =
3

4

Acond

�scsNp�dp
3

Pgc�Tg�
Tg

�* + 1

�* − 1
�10�

nd C2 is a constant of integration. The thermal accommodation
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Fig. 4 Linear regression of the py
oefficient is then found from a linear regression on ln 
�t� with
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respect to cooling time, t, as shown in Fig. 4. �Note that defining
Acond��� using Eqs. �7�–�9� makes this process nonlinear and it-
erative.�

When carrying out linear regression, one must account for the
presence of a distinct nonexponential temperature decay lasting
for 10–25 ns after the peak temperature that is particularly pro-
nounced in LII experiments carried out at ambient temperatures.
This commonly observed phenomenon, often referred to as
“anomalous cooling,” shows that particles lose sensible energy
through mechanisms in addition to conduction that are not yet
fully understood by the LII community. It is improper to calculate
the accommodation coefficient using this data range since � de-
fines the energy transfer by gas-surface scattering alone. After this
brief period of nonexponential cooling, the effective temperature
assumes an exponential decay characteristic of the Sauter mean
primary particle diameter �18�, indicating that the unknown heat
transfer processes that cause anomalous cooling have ceased and
the soot particles cool by conduction alone. At longer cooling
times, however, the cooling rate becomes progressively nonexpo-
nential again due to nonuniform cooling of different-sized par-
ticles �18�. �This domain is used to determine the particle diameter
distribution width in TR-LII sizing.� We avoid the nonexponential
temperature decays caused by anomalous cooling and polydisper-
sity by carrying out the linear interpolation on data sampled from
50 ns to 100 ns after the laser pulse.

Results and Discussion
The thermal accommodation coefficients are plotted in Fig. 5 as

a function of the reduced mass, �=mg /ms, with error bars denot-
ing three standard deviations of the mean. Molecules are classified
as either monatomic, linear polyatomic, or nonlinear polyatomic;
at gas temperatures in this experiment, the difference between
successive rotational quanta is small enough that molecules of the
latter two classes can be modeled as having two and three con-
tinuous rotational degrees of freedom, respectively.

The most prominent trend in the data is that � increases mono-
tonically with � for the monatomic gases, which has been ob-
served in other types of accommodation coefficient experiments
involving monatomic gases and different substrates at various
temperatures including tungsten �47� �pp. 297–298� and graphite
�25�. The seemingly predictable way that � varies with � may

C1�t + C2

0.35.20 0.25 0.30 0.40

t [��s]

etrically derived soot temperature
] =

0

lead one to seek a simple physical model to explain this trend, and
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ndeed the classical thermal accommodation literature �Refs. �47�
p. 322�, �48,49�� postulates that the energy transfer efficiency in
ases where Ts�Tg and ��1 is driven by the surface deforma-
ion rate, which in turn is a function of mg through the gas mo-
ecular approach speed. It remains to be seen whether or not such

simple explanation applies to LII experiments involving mon-
tomic gases.

Figure 5 also shows that � tends to decrease as the gas molecu-
ar structure becomes increasingly complex. This does not indicate
ess heat transfer from the soot particle; on the contrary, the addi-
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tional rotational and vibrational modes of structurally complex
molecules allow them to accommodate more surface energy com-
pared to simpler molecules of similar mass, resulting in faster soot
cooling. This is indicated by the product C1�, plotted in Fig. 6 for
the different molecules; C1 can be thought as a “thermal capacity”
that depends on the specific heat of the gas and molecular colli-
sion rate with the soot surface, while � specifies the average en-
ergy transfer efficiency due to the collision dynamics. Following
the definition of the thermal accommodation coefficient as it re-
lates to free-molecular heat conduction �Refs. �45�, �46� �Appen-
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ix A�, and �50��, lower � values indicate that the energy modes
f the incident polyatomic molecule that should be available to
ccommodate surface energy as specified by ��Tg� or �*�Ts ,Tg�
re not being filled as efficiently as those of the monatomic mol-
cules. Since all gas molecules have three translational degrees of
reedom and the number of internal degrees of freedom increases
ith increasingly complex molecular structure, a reasonable con-

ecture is that � is lower for the polyatomic molecules because
urface energy is accommodated more readily into the transla-
ional modes over the internal modes of the incident gas molecule.

Interesting �but far from conclusive� support for this hypothesis
omes from the trends of � values calculated assuming that only
ranslational energy modes are available to accommodate surface
nergy, i.e., cv=3 /2kB �J/molecule K� and �=5 /3. As shown in
ig. 7 these modified accommodation coefficients lie above and
enerally follow the trend of ���� observed for monatomic gases,
hich one would expect if the surface energy is accommodated
referentially into the translational mode of the gas molecule with
lesser amount going to the internal modes.
Preferential energy transfer to translational modes over internal
odes has been measured experimentally in molecular beams of
F6 �51� and CF3Br �52� scattered by graphite sheets near 1000 K
nd predicted by a molecular dynamics simulation of a N2 beam
cattered by a platinum surface at 500 K �53�. It is also well
nown that energy is transferred less efficiently between the inter-
al modes of colliding gas molecules �particularly vibrational
odes� compared to translational modes, and equipartition in

olyatomic gases occurs only after a large number of intermolecu-
ar collisions �see, e.g., Ref. �54��. Macroscopically this is mani-
ested by vibrational relaxation; if the gas state is suddenly per-
urbed, by a shockwave for example, the vibrational temperature
emporally lags behind the translational and rotational tempera-
ures. Gas/surface scattering is another example of a potentially
onequilibrium process; one would expect equipartition to occur
nly if the incident gas molecules follow an adsorption/desorption
hannel and become “trapped” for an extended duration, whereas
he well depths listed in Table 1 indicate that most incident mol-
cules scatter after only a very brief encounter with the surface.

Thermal dissociation could complicate the interpretation of
olyatomic species data, however, which happens when the vibra-
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Fig. 7 Accommodation coefficien
accommodation into internal energ
ional modes of the gas molecule are excited by the surface atoms
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to the point where the gas molecule splits apart. High dissociation
rates would strongly influence the energy transfer from the surface
to the gas and the derived � values since these endothermic reac-
tions would cool the soot surface. While thermal dissociation may
occur to some extent given the large surface temperature, espe-
cially for the light hydrocarbons, the data suggest that this may
not be happening for all gas species. In particular, the intermo-
lecular bonds in the carbon dioxide molecule �532 kJ /mol� are
much stronger than the weakest bond in nitrous oxide
�167 kJ /mol�, so if thermal dissociation was occurring, it would
happen more frequently to N2O molecules than to CO2 molecules.
Figure 5 shows that the � values for these two molecules are
nearly equal, however, which would not be the case if thermal
dissociation strongly influenced the heat conduction rate. Anders-
son and Pettersson �51� also concluded that thermal dissociation
of SF6 was negligible in their molecular beam experiment, albeit
at a surface temperature of around 1000 K. Low dissociation rates
are consistent with our hypothesis of inefficient vibrational ac-
commodation since thermal dissociation occurs when sufficient
surface energy is transferred to the vibrational modes of the gas
atom to overcome the bond energy during the scattering process.
�If the gas phase were in the continuum regime, on the other hand,
gas molecules would be more prone to thermal dissociation due to
repeated energetic intermolecular collisions near the particle sur-
face.� Nevertheless, understanding how � may be affected by ther-
mal dissociation requires further investigation.

Effect of Parametric Uncertainty on �

Laser-induced incandescence-based measurements of � are de-
rived from a number of parameters, including the specific heat and
density of the aerosol particle as well as its primary particle di-
ameter, dp, and the number of primary particles per aggregate, Np,
which both influence � through the heat transfer area, Acond. Table
2 shows the normalized sensitivity of � to each of these variables
for soot particles in nitrogen, expressed as �x0 /�0� ·�� /�x, where
x is the parameter of interest and �0 and x0 are the nominal values.
Note that � is equally sensitive to uncertainties in �s and cs since
these parameters appear together as a product in the denominator
of Eq. �10�; Starke et al. �13� found similar sensitivities in a LII
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particle sizing experiment.
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Table 2 shows that � is most sensitive to perturbations in �s, cs,
nd dp. Uncertainties in these parameters are inevitable since they
epend on the combustion reactants and the conditions under
hich the soot is formed. Given the range of values for �s and cs

eported in combustion literature, we assign uncertainties of
10% to these parameters. As noted above a detailed TEM analy-

is of soot sampled from the ethylene flame used in this study was
erformed by Tian et al. �32,34�. They found that dp obeys an
pproximately normal distribution with =6.5 nm, so �20% un-
ertainty in this variable is appropriate.

By far the most uncertain parameter is the number of primary
articles per aggregate, Np. Tian et al. �32,34� showed that Np for
n-flame soot particles is governed by a log-normal distribution,
hich is qualitatively consistent with Fig. 2, and the additional

ggregation that the particles undergo as they travel from the
ame to the LII chamber injects additional uncertainty. Fortu-
ately, the effect of the uncertainty in Np on � is very small,
hich was also noted in Kuhlmann et al. �24�. Assuming an un-

ertainty of �100 primary particles per aggregate from Fig. 2
although strictly speaking this uncertainty should be asymmetric
or a log-normal distribution� results in a �1.25% uncertainty in
. Summing these parametric uncertainties results in about �50%
ncertainty in the published � values, which is largely responsible
or the wide range of LII-measured thermal accommodation coef-
cients reported in the literature.
Yet another major source of discrepancy between published val-

es is how dp and Np are used to model Acond. Almost all previous
tudies use the more conservative Acond estimates based on the
rojected area, Eq. �7�, which is partly why most published values
re larger than those in the present work. Although we feel that
ccommodation coefficients obtained using Eqs. �7�–�9� more ac-
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Table 2 Influence of parametric

Parameter Nominal value
Normalized
sensitivity

�s 2040 kg m−3 1.179
cs 1754 J kg−1 K−1 1.179
dp 29 nm 1.186
Np 200 0.025
�T 0.18
Fig. 8 Influence of delay tim

ournal of Heat Transfer
curately reflect the energy transfer efficiency of a single scattering
event compared to using the projected area, the overall trends
shown in Fig. 5 apply regardless of how Acond is calculated.

While some may argue that excluding anomalous cooling also
introduces uncertainty into the calculated � values since it is not
yet fully understood, the nonexponential temperature decay indi-
cates heat transfer by a mechanism other than pure free-molecular
conduction, so it must not be used to calculate �. Figure 8 shows
that the calculated � values are affected by anomalous cooling if
the entire cooling domain is used in the linear regression, but they
become independent of delay time as td increases beyond 30 ns.
Note that experimental precision also drops as td increases since
fewer data are used in the linear regression.

These high levels of uncertainty contrast with other types of
thermal accommodation coefficient experiments carried out under
very controlled conditions. �It should also be noted, however, that
at lower temperatures surface contamination by adsorbed gas spe-
cies can be a complicating factor.� While it is impossible to rep-
licate this level of control in a LII experiment, it would also be
very difficult to obtain LII-like conditions using an experimental
setup other than LII, and it is most certainly incorrect to apply
accommodation coefficients obtained under different conditions
�see Ref. �25�, for example� directly to a LII analysis since �
generally depends on Ts �26�. The most appropriate way to obtain
thermal accommodation coefficients for time-resolved LII mea-
surements is through LII.

Comparison to Previous Studies
To date there have been relatively few attempts to measure the

thermal accommodation coefficient between aerosol particles and

Ar
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CO

40

d [ns]

7050 60 80

certainty on � calculations „N2…

Parametric
uncertainty Uncertainty in �

�10% ��204 kg m−3� �11.8% ��0.021�
�10% ��175 J kg−1 K−1� �11.8% ��0.021�

�20% ��5.8 nm� �23.7% ��0.043�
−25% , +50% �−50, +100� �1.3% ��0.002�
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he surrounding gas, and fewer still have been done on soot-laden
erosols at room temperature. Of particular note are studies by
remin et al. �17�, who measured � values between soot and
arious gases in a shock tube apparatus, and by Kuhlmann et al.
24�, who found � for carbon blacks suspended in nitrogen at
oom temperature. The accommodation coefficients reported in
hese papers are reproduced in Table 3.

The results of the present study and those of Eremin et al. �17�
re consistent in that they both find the thermal accommodation
oefficients for argon to be three to four times that of helium.
urthermore, this study measured nearly identical accommodation
oefficients for N2 and CO, as did Kuhlmann et al. �24� and Er-
min et al. �17�.

On the other hand, the accommodation coefficients for poly-
tomic gases reported here are substantially lower than those
ound in these other studies. As noted above, this is partly because
hese studies use different density and specific heat values for soot
nd different definitions of Acond. Kuhlman et al. �24� used a con-
tant value of �s=1850 kg m−3 and a relationship for cs that works
ut to 2039 J kg−1 K−1 at 3600 K, while the correlations of Fried
nd Howard �41� used here give corresponding values of
058 kg m−3 and 1754 J kg−1 K−1 at the same temperature. Also,
he heat transfer area by the method used by Kuhlmann et al. �24�
s 31% smaller than predicted by Eqs. �7�–�9� for N2 based on the

value found in this study. Adopting the parameters of Kuhlman
t al. �24� to analyze data from this study increases � from 0.18 to
.40 for nitrogen, which is much closer to the value of 0.44 re-
orted in Ref. �24�.

More perplexing is the fact that Eremin et al. �17� found the
hermal accommodation coefficient of argon and carbon monoxide
o be almost the same, while in this study � for Ar �0.36� is more
han twice that for CO �0.17�. This is because Eremin et al. �17�
sed the LII heat transfer model of Filippov et al. �55�, which in
urn is based on the conduction model of Williams and Loyalka
56�. This model neglects energy stored in the internal energy
odes of gas molecules, however, and is only valid for mon-

tomic gases. In using this technique to calculate �, Eremin et al.
17� found values for the polyatomic gases that are more like the
nes shown in Fig. 6. If we assume �=5 /3, then the revised
ccommodation coefficient for CO is now 0.35, which is very
lose to �Ar=0.36. The similarity of these two values is in line
ith the results of Eremin et al. �17�, but neglecting internal en-

rgy modes when calculating � is not consistent with the defini-
ion of the thermal accommodation coefficient given by Eq. �1�.

onclusions and Future Work
While the growing popularity of time-resolved LII is evidence

f its potential attributes over other direct and laser-based particle
izing techniques, more must be known about the underlying
hysics of the thermal accommodation coefficient for this method
o become a reliable tool for measuring size distributions in
anoparticle-laden aerosols. This is the first study to carry out
II-based � measurements for soot within a wide range of gases
ith the objective of inferring how gas molecular mass and struc-

ure influence thermal accommodation under these conditions.

able 3 Previously published thermal accommodation coeffi-
ients between soot/carbon black and various gases near room
emperature †17,24‡

Gas �

He 0.1 �17�
Ar 0.44 �17�
CO 0.44 �17�

C3O2 0.51 �17�
N2 0.43 �24�
he results show that � increases monotonically with the gas

21201-8 / Vol. 130, DECEMBER 2008
molecular mass for monatomic gases and tends to be lower for
more structurally complex molecules at similar molecular masses.
The latter trend may be explained by preferential surface energy
accommodation into the translational energy modes of the gas
molecule over the internal energy modes.

While this theory seems consistent with the experimental data
and the known physics of this gas/surface system, these data
trends by themselves are inadequate to verify that our hypothesis
is indeed correct. Ongoing research is focused on investigating
thermal accommodation in LII through molecular dynamics simu-
lations of gas/surface scattering from high-temperature graphite
sheets. Preliminary results involving graphite and monatomic
gases have replicated the trends and magnitudes of � in Fig. 5,
and future simulations will measure how efficiently surface en-
ergy is accommodated into the rotational and vibrational modes of
polyatomic gas molecules.

The most important conclusion of this work is that � varies in
a predictable way with gas molecular mass and structure, which
suggests that the underlying physics of gas/surface scattering for
this system may become known after further study.
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Nomenclature
Aa � projected area of a soot aggregate

Acond � particle heat transfer area
Ap � projected area of a primary particle
C1 � inverse time constant, Eq. �10�

c�Tg� � molecular speed
cs � particle specific heat
D � potential well depth
dp � primary particle diameter
F � Eucken factor
fa � fractal prefactor

Kn � Knudsen number, 2�MFP /dp
kB � Boltzmann’s constant,

1.381	10−23 J molecule−1 K−1

kcond � thermal conductivity
mg � gas molecular mass
ms � particle atomic mass
Np � number of primary particle per soot aggregate
Nu � Nusselt number, qcond· ��dpkcond�Tp−Tg��−1

Pg � gas pressure
qcond � heat conduction rate

Tg � gas temperature
Ts � surface temperature

t � cooling time
td � sampling delay time
� � thermal accommodation coefficient

�a � fractal exponent
��T� � adiabatic constant

�*�Ts ,Tg� � temperature-averaged adiabatic constant, Eq.
�6�

�MFP � mean free path
� � mass ratio, mg /ms


�t� � Ts�t�−Tg

�s � particle density
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A Fixed-Angle Dynamic Heat
Spreading Model for
„An…Isotropic Rear-Cooled
Substrates
During a period of almost 40 years already, various fixed-angle heat spreading models
have been developed in the literature. These models are commonly used by thermal
engineers as approximations for the thermal steady-state resistance of a heat source on a
rear-cooled substrate. In this paper, an extension of these models to dynamic (time-
dependent) phenomena is proposed. The heat dissipated by a square source (side a) is
assumed to spread out into the substrate (thickness b) under an angle �. An analytical
solution for the complex thermal impedance Zth�j�� in phasor notation is derived. The
obtained expression, in which � is used as a fitting parameter, is compared with accurate
analytical results. A very good agreement is observed (average relative error less than
6%) for a wide range of the normalized thickness ��b /a. A compact expression for the
optimal heat spreading angle as a function of � is given. Also the temperature response
to a heat power step is investigated, and a simple formula for the thermal rise time is
provided. Finally, the model can be easily extended to anisotropic media, which often
appear in electronic packaging applications. Overall the proposed model allows a ther-
mal designer to make quick yet accurate estimations about the dynamic behavior of the
device. �DOI: 10.1115/1.2976557�

Keywords: thermal conduction, dynamic, heat spreading, fixed-angle model,
microelectronics, anisotropy
Introduction
In early stages of the thermal design process, sophisticated

imulators are—despite their high accuracy—often impractical.
n the one hand, analytical methods based on infinite series re-
uire the summation of a large number of terms. Each of them can
epend on the boundary conditions, leading to complicated ex-
ressions and substantial amounts of computer time. Finite ele-
ent simulations, on the other hand, can be time-consuming as
ell and provide very little physical insight. It is, for instance, not

traightforward to assess the impact of changing one or more de-
ign parameters �such as substrate material or its dimensions� on
he thermal behavior.

To address this situation, various methods have been reported to
pproximate the thermal resistance of a power dissipating element
n a rear-cooled substrate. One commonly used and well known
pproach is that of the fixed-angle heat spreading �1–10�. Such
odels provide quick estimations for the thermal resistance with

n accuracy around 5–20%, which is reasonable for prototyping
urposes. The key assumption is that the heat is spreading with a
onstant angle � from the heat source. In other words, the heat
ow is assumed to be confined into a pyramidal body. Early re-
orts about this method go back to almost 40 years ago �1�. How-
ver, as stated in Ref. �10�, no one seems to know the exact origin
f the heat spreading angle concept. It seems to have started to
ive its own life among the engineering community. Progress has
een continuously presented, even in more recent history �9�.

Several variants of the model can be distinguished. A spreading
ngle �=45 deg is the most common choice. This reflects the

1Corresponding author.
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AL OF HEAT TRANSFER. Manuscript received October 2, 2007; final manuscript re-
eived May 7, 2008; published online September 23, 2008. Review conducted by

oger Schmidt.

ournal of Heat Transfer Copyright © 20
isotropy �as there is no preferential direction the heat should
spread equally in vertical and lateral directions� and also leads to
simple expressions. Nevertheless, a value of 32.5 deg is some-
times used as this provides the best overall fit �3,5�. Other authors
proposed a spreading angle depending on the geometrical param-
eters to improve accuracy �6,8,9�. The analysis is usually carried
out for square heat sources; however, also rectangular �6–8� and
circular �4,8� shapes were taken into account. Further features
include the modeling of laterally limited substrates �8,9�, a stack
of several substrate layers �2,4,9�, and multiple heat sources �2,7�.

Various other models, not using a fixed-angle approach, are also
available to calculate the thermal spreading resistance. We have
provided an exemplary but by no means exhaustive list of such
works in the bibliography �11–15�. These models are more ad-
vanced than fixed-angle ones, in the sense that they pose substan-
tially less restrictions concerning the boundary conditions and
geometrical layout. Namely, they can easily account for convec-
tive cooling, and some of them allow to handle heat sources and
substrates with nonunity aspect ratios �11–13�.

The cited models, both fixed-angle and more advanced ap-
proaches, however all have a limitation in common. Namely, they
are strictly limited to steady-state conditions; in other words, they
provide just the thermal resistance. In the recent history, dynamic
�time-dependent� thermal characterization is gaining more and
more importance. This is particularly interesting with respect to
the reliability of the devices �16�. As far as we are aware, only one
paper related to a dynamic heat spreading model has been pub-
lished �17�. The dynamic thermal behavior of an electronic pack-
age is hereby represented with a lumped equivalent network. The
estimation of the thermal resistance and capacitance for each layer
is based on a geometrical heat spreading model.

In this contribution, we will limit ourselves to a single substrate
layer. In turn, however, more of the physics of the heat spreading

can be included in the model, by means of analytical derivations
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nstead of an approximative RC-network. First, a closed form so-
ution for the complex thermal impedance �in phasor notation� of
he pyramidal body is derived. Comparison with accurate simula-
ion results, based on infinite series expansion, shows a very good
greement. The optimum value for the spreading angle � is given
s a function of the normalized thickness of the substrate. The
esponse to a heat power step �heating curve� is investigated, lead-
ng to a compact expression for the thermal rise time. It is dem-
nstrated that the model performs significantly better compared
ith the lumped model approach found in literature. Finally, the
odel can be easily modified in order to handle anisotropic sub-

trates. Cases where the thermal conductivity differs in vertical
nd lateral directions, typically occurring in heat spreader and sink
pplications, are investigated. With this extension, the model al-
ows for rapid prototyping of the dynamic behavior of the sub-
trate, even for advanced contemporary materials.

Model Definition
Let us consider a square heat source �side a�, dissipating a

ower P, on a substrate with thickness b. The substrate material is
haracterized by a thermal conductivity k and a specific heat per
nit volume Cv. The rear side of the substrate is perfectly cooled
ambient temperature T=0�. Since we will establish a thermal
haracterization in the frequency domain, setting a nonzero iso-
hermal boundary condition would correspond to an ambient
hose temperature oscillates sinusoidally with the same fre-
uency as the heat source. This being clearly nonphysical, only
=0 can be used. An arbitrary isothermal ambient T=Ta is, how-
ver, easily accounted for by offsetting the temperature response
n the time domain. We assume that while the heat is flowing in
he z direction from the source to the sink, it spreads out under a
xed-angle � in both the x and y directions �Fig. 1�a��.
It is well known that the time-dependent diffusion of heat can

e modeled by a distributed RC-network. A representation of the

heat
source
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Fig. 1 Fixed-angle heat spreading model for a square
distributed network of the pyramidal body „phasor nota
yramidal heat flow body together with the heat dissipation �“cur-
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rent source”� and cold plate �“short circuit”� is shown in Fig. 1�b�.
The analysis of the network will be carried out in the frequency
domain using phasor notation: � /�t→ j� with � the angular fre-
quency of the heat source. An elementary horizontal slice of the
pyramid at depth z with thickness �z is characterized by a capaci-
tance c�z��z and resistance r�z��z, in which

r�z� =
1

k · A�z�
, c�z� = Cv · A�z� �1�

where A�z� is the local cross section area of the heat flow path

A�z� = �a + 2z tan ��2 �2�

It should be noted that the total thermal impedance Zth cannot be
determined by direct integration, because the capacitances are
grounded �thus not connected to the next slice�. A differential
equation will be used instead. For the sake of simplicity, we will
introduce some short notations:

r0 =
1

ka2 , c0 = Cva2, � =
2 tan �

a
�3�

Equation �1� can now be written as

r�z� =
r0

�1 + �z�2 , c�z� = c0�1 + �z�2 �4�

Expressing the voltage and current laws for the elementary section
marked in Fig. 1�b� and taking the limit �z→0 yield differential
equations for the heat flow and temperature distributions:

−
dQ

dz
= j�c�z�T�z� and −

dT

dz
= r�z�Q�z� �5�

substrate

heat sink (T = 0)

a

z

0

ts

�zz +

z

�zc(z)

�zr(z)(z) �zQ(z+ )

�zT(z+ )

...

...

ts

elementary slice

t source on a rear-cooled substrate: „a… geometry; „b…
n…
φφ

a)

b)

z

Q

hea
After some manipulation and using Eq. �4�, this leads to
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dz2 +
2�

1 + �z

dT

dz
− �T�z� = 0 with � =

j�Cv

k
�6�

e note here that for a rectangular heat source, the factor �1
�z�2 in Eq. �4� would be replaced by �1+�1z��1+�2z� with �1
�2. The resulting differential equation does not take the form

6� and can no longer be solved analytically. For this reason, only
square shaped source is considered.
The general solution of Eq. �6� is found to be

T�z� = C1
cosh���z�

1 + �z
+ C2

sinh���z�
1 + �z

�7�

he coefficients C1 and C2 can be determined by applying the
oundary conditions. The heat sink at the bottom z=b and the
ower dissipation on the top z=0 imply, respectively,

T�z = b� = 0, Q�z = 0� = −
1

r�0�
�dT

dz
�

z=0
= P �8�

y combination of Eq. �7� with Eq. �8�, the temperature distribu-
ion is obtained. The thermal impedance is by definition nothing
lse than the source temperature divided by the dissipated power:

Zth =
T�z = 0�

P
=

r0

� + �� · cotanh���b�

=
1/ka2

2 tan �

a
+� j�Cv

k
cotanh�� j�Cv

k
b� �9�

he steady-state resistance Rth is found by taking the limit �
0 and is given by

Rth =
r0 · b

1 + �b
�10�

ne can verify that this is the same result as obtained by direct
ntegration of

dRth =
dz

kA�z�
=

dz

k�a + 2z tan ��2 �11�

rom z=0 to z=b.
In order to make further results generally applicable �not de-

ending on the choice of substrate material�, the impedance, as
ell as the frequency scale, is normalized. Introducing �=b /a
nally gives

Z̃th =
Zth

r0b
=

1

2� tan � + �j�̃ · cotanh��j�̃�
with �̃ =

�

�0

�12�

�0 =
k

Cvb2

t is clear that the normalized impedance Z̃th is a function of the
ormalized frequency �̃. Apart from the normalized substrate
hickness �, no geometrical or material parameters are left in the

ormalized form Z̃th��̃�. The spreading angle � can be used as a
tting parameter, as shown later. The results for a specific sub-
trate layout and material, obtained by denormalizing the model
utput, will obviously still be dependent on the particular values
or k, Cv, and b, as can be seen from the expression for �0 in Eq.
12�.

Exact Calculation of Zth„j�…

In order to check whether the expression �12� provided by the
xed-angle model is a good approximation, accurate results for

he thermal impedance are needed. The 3D heat equation �in pha-

or notation�

ournal of Heat Transfer
k�2T�r�� − j�CvT�r�� = 0 �13�
must be solved in the substrate. To achieve this, a slightly modi-
fied geometry is considered: The source is sandwiched between
two identical rear-cooled substrates �Fig. 2, shaded area�. For
symmetrical reasons, the origin of the coordinate axes is chosen at
the center of the heat source. Due to the symmetry in the z direc-
tion, the temperature distribution is exactly one-half as compared
with the original problem.

For a point shaped source in r�� dissipating 1 W in the free 3D
space, the solution of Eq. �13� is known in closed form. This so
called Green’s function is given by �18�

G =
1

4�kR
exp�−� j�Cv

k
R�

where R = ��x − x��2 + �y − y��2 + �z − z��2 �14�
The temperature distribution generated by a distributed source can
be obtained by integrating Green’s function over the source area.
In our case, we are, however, not dealing with free space: The
geometry is limited by horizontal planes at z= 	b, where T=0.
These boundary conditions can be taken into account by introduc-
ing an infinite number of image sources �multiple reflection tech-
nique�. The location �z coordinate� and sign of the image sources
are as follows: 	2b� , 	4b� , 	6b� , . . . �Fig. 2�. The tempera-
ture in a point �x ,y ,0� of the source is then given by

T�x,y,0� = 2
P

a2	
−a/2

a/2 	
−a/2

a/2

H�x,x�,y,y��dx�dy� �15�

where

H�x,x�,y,y�� = G�z − z� = 0� + 2

n=1




�− 1�nG�z − z� = 2nb�

�16�
The leading factor 2 in Eq. �15� is needed because �as mentioned
before� the temperature for the original configuration is exactly
twice the one found for the structure of Fig. 2.

Equation �15� provides an exact fully analytical expression for
the temperature distribution in the heat source. Practical evalua-
tion, however, requires truncation of the series �16�, leading to an
approximate value. Special care is taken to ensure convergence.
The series was truncated when the relative iteration change of
both real and imaginary parts of H was smaller than a preset value
�10−9�. For thin substrates �small �� and low frequencies, Green’s
function G is only weakly damped. In those cases, more than 2000
image sources were needed to obtain a convergent value for H.
Precautions are also needed for numerical evaluation of the inte-
gral �15� because the first term in H has a singularity in the point
x=x� ,y=y�. This can be treated analytically �7�, but further details
will be omitted here.

4 Results and Discussion

4.1 Thermal Impedance. A heat source �a=100 �m� on a
6 3
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Fig. 2 Heat source sandwiched between two identical rear-
cooled substrates for calculation of temperature distribution
„cross section view…
silicon substrate �k=160 W /m K, Cv=1.784�10 J /m K� was
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ivided into a 10�10 grid of identical squares. In each of the 100
enter points, Eq. �15� was evaluated numerically yielding a de-
ailed image of the temperature distribution inside the heat source.
or the calculation of the thermal impedance, the average source

emperature is used, as this is more representative for experimen-
al measurements. The analysis was carried out over a large fre-
uency range �with 10 points per decade� and for various substrate
hicknesses ��=0.1,0.2,0.3, . . . ,0.9,1,2,5, and 10�. The thermal
mpedance was normalized using the aforementioned r0 and �0.
ence the fact that silicon parameters were used for the calcula-

ions is not a limiting factor: The normalized result is valid for any
ther substrate material.

These accurate calculation results can now be compared with
he proposed fixed-angle heat spreading model �12�, by means of
he following error function:

e��� =
1

N

i=1

N
�Z̃exact

�i� − Z̃model
�i� ����

�Z̃exact
�i� �

�17�

he superscript �i� denotes “evaluated in the ith frequency” and N
s the number of calculated impedance points. Figure 3 shows a
eometrical interpretation of the error function: e is a measure for
he average relative deviation of each point between the model

rediction �Z̃model� and the actual value �calculation results Z̃exact�.
The error is clearly a function of the heat spreading angle �

ence the latter can be used as a fitting parameter. A computer
rogram was written to sweep � in steps of 0.1 deg and calculate
he corresponding error e���. Some of the resulting error curves
re shown in Fig. 4.

Each of the curves is showing a clear dip, indicating that there
s an optimum value �opt, which minimizes the fitting error. The
ptimal heat spreading angle as a function of � together with the
orresponding error is presented in Fig. 5.

The proposed model is very suitable for thin substrates �error
ess than 3% for �1� but gives a good approximation for thicker
ubstrates as well �largest error was observed for �=5 and is only
.39%�. The �opt values can be fitted very well by

�opt = ��  1, 5.86 ln��� + 40.4

� � 1, 46.45 − 6.048�−0.969 �18�

his function is also presented in Fig. 5 �solid line�. The useful-
ess of Eq. �18� was tested by estimating �opt for �=0.14, 1.4,

Re(Zth)

Im
(Z
th
)

model

exact

A
B

point error = x 100 [%]A
B

~

~
Fig. 3 Interpretation of the error function e„�…
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ig. 4 Average relative fitting error as function of heat spread-

ng angle � for various substrate thicknesseses

21301-4 / Vol. 130, DECEMBER 2008
and 7. The predicted and actual values are �28.9 deg,28.9 deg�,
�42.1 deg,41.9 deg�, and �45.5 deg,45.5 deg� respectively.

A straightforward way to visualize the accuracy of the proposed
model is to compare the normalized thermal impedance curves
directly with those obtained by analytical calculation �see Fig. 6�.
A so called Nyquist representation was used, i.e., a plot of

Im�Z̃th�j�̃�� versus Re�Z̃th�j�̃�� with �̃ as a parameter. Clearly, the
agreement is very good. An increasing deviation is found for very
thick substrates, as already observed before.

4.2 Step Response. Although the thermal impedance pro-
vides a compact and complete dynamic characterization, it is
rather abstract because it is a frequency domain representation.
Additional time domain information can provide more direct in-
sight into the transient behavior and might be valuable for practi-
cal design. For this purpose, the response of the device is inves-
tigated when the heat source is suddenly switched on �power
step�. The resulting temperature as function of time can be deter-
mined by inverse Fourier transform. For a dissipation of P0 watt,
we have

T�t� =	
−





Zth�f�P�f�exp�j2�ft�df with P�f� =
P0

2
��f� +

P0

j2�f

�19�

in which f =� /2� and � is the Dirac impulse function. After some
manipulation and using Eq. �12�, we obtain

T̃�t̃� =
1

2
+

1 + 2� tan �

�

�	
0




Im� exp�j2� f̃ t̃�

f̃ · �2� tan � + �j f̃ · cotanh��j f̃��
�df̃

�20�
where both the temperature and time scales have been normalized:

T̃ =
T

T0
, t̃ =

t

t0
, T0 =

P0r0b

1 + 2� tan �
, t0 =

2�Cvb2

k
�21�

As can be seen from t0, the time scale is inversely proportional to
the ratio k /Cv �i.e., the diffusivity of the material�, as could be
expected. Equation �20� was evaluated numerically for various �
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Eq. (18)

[ - ][ - ]λ
optopt [ ° ][ ° ]φ

0.10.1 0.20.2 0.30.3 0.40.4 0.50.5 0.60.6 0.70.7

26.9 30.8 33.1 34.9 36.3 37.5 38.4
0.78 1.16 1.37 1.33 1.60 1.90 2.19optoptφe( ) [%]e( ) [%]

[ - ][ - ]λ
optopt [ ° ][ ° ]φ

0.80.8 0.90.9 1 2 51 2 5 1010

39.2 39.9 40.4 43.2 45.1 45.8
2.08 2.75 2.99 3.92 5.39 5.11optoptφe( ) [%]e( ) [%]

Fig. 5 Optimum heat spreading angle and corresponding av-
erage relative fitting error as function of normalized substrate
thickness
values, where each time �=�opt��� is introduced. Some of the
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esulting heating curves are presented in Fig. 7. The accuracy of
hese curves was inspected for a very thin substrate ��=0.01�. In
uch a case, the temperature distribution is nearly one dimen-
ional. Comparison between Eq. �20� and an analytical 1D solu-
ion resulted in a relative error less than 0.6% along the entire
urve.

From the calculated step response, the thermal rise time was
erived. This is the time the temperature takes to evolve from

0% to 90% of its final value �T̃=0.1, . . . ,0.9� and gives a good
ndication for the thermal “quickness of reaction” of the substrate.
igure 8 shows the normalized rise time as a function of �.
In contrast to what can be expected, the response seems quicker

f a thicker substrate is used. This is, however, not the case: The
ise time is normalized to t0, which is proportional to b2. Plotting
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the graph without normalization produces a quickly increasing
curve. The results can be approximated very well with the follow-
ing function:

t̃rise = 0.070 − 0.074
� − 0.687

� + 0.687
�22�

which is also shown in Fig. 8. We note here the relative simple
form of Eq. �22� should be regarded as merely coincidental. No
obvious physical reason could be found explaining why � would
have +1 as exponent �and not, e.g., 0.9 or 1.1�. The fitting was
tested by estimating t̃rise for �=0.14, 1.4, and 7. The predicted and
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ctual values are �0.119,0.119�, �0.045,0.045�, and
0.0092,0.0091� respectively.

4.3 Model Comparison. We will compare our results with
hose obtained by the multilayer model �17� of Masana, by means
f the thermal resistance and rise time. With just these two values,
ne already obtains a good indication of the entire dynamic be-
avior. Since there is only one material layer, Masana’s approach
ill lead to a single node network with one resistor and capacitor.
heir values have been calculated using the spreading angle pro-
ided in Ref. �17�. As can be seen in Fig. 5, this �opt is clearly
ifferent from the one obtained here. Taking the limit of infinite
ateral dimensions and normalizing lead to

R̃th,17 = �1 +
4�2

2� + 1
�−1

�23�

nd

t̃rise,17 =
1

2�

1 + 2�

4�2 + 2� + 1
�1 +

�2

2� + 1
+

16�4

�2� + 1�2� �24�

hese are compared with the results as obtained by our heat
preading model, which already proved to be quite accurate, in
ig. 9.
While the agreement for the thermal resistance is reasonable

Fig. 9�a��, Eq. �24� clearly gives a very poor estimation for the
ise time, especially for thick substrates �Fig. 9�b��. This can be
nderstood quite easily. Since there is only one node in the
umped network, it is as the entire material volume must be heated
imultaneously. Charging such a large capacitor is much slower
ompared with the actual source temperature transient: In reality,
he material is gradually heated as the heat spreads from source to
ink. For thin substrates, this spreading effect is less pronounced,
xplaining why the deviation is smallest for small � �see Fig.
�b��.

By considering the thermal impedance, it can generally be ex-
ected that work in Ref. �17� will not provide satisfying results for
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ig. 9 Comparison between proposed analytical model and
umped network approximation: „a… thermal resistance; „b…
hermal rise time
he single-layer case. For a simple RC-stage, the Nyquist plot is a
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semicircle, with center point �Rth /2,0� on the real axis. As we
clearly notice in Fig. 6, the actual behavior of the substrate is quite
different. It must be noted that one could divide the substrate into
several horizontal slices, each of them with the same thermal pa-
rameters. This will obviously improve the results of Masana’s
model �17�, however, at a cost. To obtain the thermal impedance,
an equivalent RC-network, with order equal to the number of
layers, must be solved.

4.4 Discussion on Structure and Boundaries. Before turn-
ing to the anisotropic substrates, a few comments on the consid-
ered geometry and boundary conditions are appropriate. First of
all, we considered a substrate, which is infinite in lateral �x and y�
directions. Despite this approximation, the obtained results can
still serve to be very accurate in practice, as long as certain geo-
metrical and boundary conditions are met. We have performed
numerical simulations for the case of adiabatic side edges. The
results clearly show that the influence of the side walls is hardly
noticeable, as long as the lateral substrate dimensions are a few
times the base of the pyramidal flow path �the latter being ap-
proximately �1+2�� times the source size a�. Additional require-
ments have to be fulfilled when edge cooling, i.e., a heat transfer
coefficient h along the sides, is taken into account. Namely, this
heat transfer coefficient should not exceed a certain maximal
value and/or the substrate thickness should be small enough com-
pared with the lateral substrate dimensions �12�.

We also assumed the bottom of the substrate to be at a fixed
reference temperature �cold plate or ideal heat sink�. In practice
various, other situations can occur, among which convective cool-
ing may be of large interest. Poorer bottom cooling, i.e., a finite
heat transfer coefficient h, will result in a wider heat spreading in
order to utilize a larger contact area with the coolant. The model
will therefore largely depend on the boundary conditions. For dy-
namic phenomena, as are studied here, an additional difficulty
arises. At high frequencies, corresponding to early transitions in
the step response, only the region close to the source is heated. In
those cases, the boundary conditions at the substrate bottom �e.g.,
the value of h� do not play any role in the thermal behavior. As a
consequence, the spreading angle becomes a function of three

�normalized� parameters: �opt=�opt�� , h̃ , �̃�. This makes, even in
the steady-state limit, the model much more complicated and
rather cumbersome to use. None of the considered papers
�1–10,17�, presenting a fixed-angle model, took convective or ra-
diative cooling into account. In this context, we like, however, to
point out again that a variety of models, not relying on a fixed-
angle approach, do have the ability of tackling convection. Ex-
pressions accounting for single-sided �bottom� cooling �11–15�,
double-sided cooling �14�, and edge cooling �11,12� are available
in the literature. Nevertheless, many of these advanced models
suffer from increased complexity due to the infinite series expan-
sions, and, more importantly, each of them still only provides a
steady-state analysis rather than a dynamic one as carried out
here.

Next, we turn our attention to the analysis of multilayered
structures. For a steady-state spreading model, a reasonable accu-
racy can be expected only if the materials have comparable ther-
mal conductivities �4,9�. Flux lines are bent sharply as they ap-
proach the interface between a well and poorly conducting layer.
This situation is very likely to occur in a typical electronic pack-
age, e.g., at the interface between the semiconductor die and an
adhesive or soldering layer. For dynamic problems, more compli-
cations come into play. Since the size of the heated zone is fre-
quency dependent, as explained earlier, the different layers will
start to contribute gradually to the step response as time
progresses. In addition, the total impedance of the stack is not
simply given by the sum of the separate layer impedances, be-

cause the thermal capacitances are grounded. In these cases, a
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losed form model such as proposed here would be highly imprac-
ical. A different approach such as the lumped network model of

asana �17� is more suitable.

Anisotropic Substrates

5.1 Background. In order to enhance or tune the thermal be-
avior of electronic chips, one may consider to use composite
aterials. These substrates can be produced by reinforcing a metal
atrix with dispersion particles or fibers �19�. Carbon fiber rein-

orced copper and aluminum are typical examples used in elec-
ronics applications. For the resulting composite material, both the
oefficient of thermal expansion �CTE� and thermal conductivity
epend on the amount of fibers introduced �19,20�. This offers
pportunities for a thermal designer. If the materials inside a chip
ackage have CTEs that differ too much, a strong thermal stress is
nduced in the interface during every temperature cycle. In the
nd, this can lead to destruction of the package, e.g., by solder
elamination. By using composites, however, one can tune the
ber content to optimize the CTE for a better thermal match and

hereby reducing the thermal stresses.
Due to the production process, the fibers are typically orientated

n parallel planes or along a preferential direction. This induces
nisotropic behavior; the “in-plane” �k�, x, and y directions� and
through-thickness” �kz� values for the thermal conductivity are
ifferent �20�. Note that such behavior also appears in some non-
ngineered materials, e.g., graphite, due to their microscopic
tructure. Depending on whether k� is larger or smaller than kz, the
aterial is suitable as a heat spreader or heat sink, respectively

Fig. 10�.

5.2 Model Modification. The heat Eq. �13� inside the sub-
trate changes to

k�

�2T

�x2 + k�

�2T

�y2 + kz

�2T

�z2 − j�CvT�x,y,z� = 0 �25�

et us introduce the following coordinate transformation:

z� = �z �26�

f we now choose

� =�k�

kz
�27�

e obtain

k��
2T�x,y,z�� − j�CvT�x,y,z�� = 0 �28�

caling the z axis with the “anisotropy factor” �, Eq. �27� has thus
ead to an isotropic heat equation for a medium with apparent
onductivity k�. The boundary condition for the heat source trans-
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ig. 10 Heat sink/spreader operation and typical occurrence
n electronic package
orms as

ournal of Heat Transfer
− kz� �T�x,y,z�
�z

�
0

=
P

a2 → − k�� �T�x,y,z��
�z�

�
0

= �
P

a2 �29�

The cold plate condition T�z=b�=0 should simply be moved to
the corresponding location z�=�b. Put into words, the combina-
tion of Eqs. �28� and �29� means that the temperature distribution
in an anisotropic substrate �k� ,kz� with thickness b is � times the
temperature in an isotropic �k�� substrate with thickness �b. The
extension of our heat spreading model to anisotropic materials is
then straightforward:

Z̃th� ��,�� = � · Z̃th���,��� with �� = �opt���� �30�

and

t̃ rise� ��� = t̃rise���� �31�

Obviously, the normalization values Z0, �0, and t0 should be
changed accordingly as well. Note that the original model is veri-
fied only for a limited range of thicknesses, corresponding to
0.1��10.

5.3 Results. Using the extended model �30� and �31�, we will
analyze the influence of anisotropy in the substrate. During the
calculations, we keep b and k� constant and consider a relative
change of the through-thickness conductivity kz. The ratios of the
thermal resistance and rise time to their isotropic counterparts are
investigated, allowing an easy interpretation of the results. Apply-
ing the model gives rise to

R

Riso
=

Rth�

Rth
= �2 1 + 2� tan��opt����

1 + 2�� tan��opt�����
�32�

and

t

tiso
=

trise�

trise
= �2

0.07 − 0.074��−0.687
��+0.687

0.07 − 0.074�−0.687
�+0.687

�33�

5.3.1 Thermal Resistance. We have plotted the ratio �32� as
function of �, for a substrate with “small” ��=0.2�, “medium”
��=1�, and “large” ��=7� thicknesses. The results are shown in
Fig. 11.

The general tendency can be easily explained. If ��1 �kz

�k��, the average conductivity increases since we kept k� con-
stant; hence the resistance drops: R /Riso�1. For ��1, we have
the opposite situation. If we look more in details, we see that the
alteration of the resistance depends on the thickness of the
substrate.
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Fig. 11 Thermal resistance „as fraction of isotropic value… as
function of anisotropy factor for various substrate thicknesses
For thin substrates, a behavior R /Riso�� is observed, and this
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pproximation gets better as � is smaller. Mathematically, we can
erive this by taking the limit of Eq. �32� for small � values. We
hen can assume

2���� tan��opt� � 1 �34�

hich indeed leads to R /Riso��2. As the condition �34� is better
ulfilled for small �, the approximation for the resistance ratio
olds better in that region as well. The results can also be ex-
lained in a physical way. For thin substrates, the heat is nearly
ne dimensional �flowing mainly vertically�. As, in addition, the
preading angle �opt is relatively small for small �, the pyramidal
eat flow body is almost bar shaped �Fig. 12�.

Taking these approximations into account produces

R �
b

kza
2 , Riso �

b

k�a2 ⇒
R

Riso
�

k�

kz
= �2 �35�

hich confirms the earlier mathematical treatment. The approxi-
ation of a 1D heat flow gets better as kz increases, again explain-

ng the better fit for small � values.
For thick substrates, on the other hand, a resistance ratio

/Riso�� is observed, for the entire � range. Since � is large, we
ow have

2���� tan��opt� � 1 �36�

aking into account that for thick substrates �opt������opt���
45 deg, the ratio �32� indeed will tend to R /Riso��. As � is

arge, the condition �36� is fulfilled for every considered � value,
xplaining the good fit over the entire range. Once again a physi-
al explanation can be given as well. We know that the source
emperature for the anisotropic substrate with thickness b is �
imes the one for an isotropic case with thickness �b. For thick
ubstrates, the base part of the heat flow pyramid only contributes
ery little to the resistance, because its cross section is much
arger than the heat source. In combination with a nearly constant
preading angle, the geometrical scaling of the pyramid will
ardly alter its resistance �Fig. 13�. Only the factor � transforming
he temperatures remains; hence we indeed have R /Riso��.

Not surprisingly, a gradual transition is noticed when moving
rom thin to thick substrates. The curve for �=1 lies between

bar shaped body with
approx. 1-D heat flow

small contribution to Rth:
- geometry (small λ)

- limited spreading (small φ)

h e a t

Fig. 12 Heat flow in thin substrates

NEGLIGIBLE
CONTRIBUTION

Rth
mainly

due to this
upper section

large surface (>> source)

ts βts
φ' φ φ' φ
Fig. 13 Heat flow in thick substrates
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those for �=0.2 and 7. Further investigation showed that a good
fit could be obtained using R /Riso��1.25, an exponent lying be-
tween 1 and 2 as expected.

5.3.2 Thermal Rise Time. The ratio �33� was plotted as func-
tion of �, again for a “thin” ��=0.2�, medium ��=1�, and thick
��=7� substrate �Fig. 14�.

When the average conductivity of the substrate increases ��
�1�, a quicker response is observed and vice versa for less con-
ductive substrates ���1�. This could be expected. As the capaci-
tance is not changed, a smaller or bigger thermal resistance moves
the time constant spectrum toward the smaller and larger values,
respectively. By consequence, the rise time is shortened or ex-
tended as well. A different viewpoint would be to consider the
transformation of the temperature distribution. The conductivity is
hereby kept constant, while the thickness must be multiplied with
a factor �. When ��1, the heat path is longer, leading to an
increase of both thermal resistance and capacitance. Overall, this
will lead to a longer rise time. Analogously, a shorter rise time
will be observed for ��1.

Such argumentations should, however, be used with care. More
detailed tendencies �such as the influence of the thickness� are not
that clear, in contrast to the resistance ratio analyzed earlier. This
is due to the complicated nature of the dynamic heat flow. The
transient behavior is, in fact, characterized by a continuous spec-
trum of thermal time constants. The form of this spectrum even-
tually leads to a certain value for the rise time. Direct extraction of
the time constants, however, is only possible from a Foster net-
work but not from the Cauer network �Fig. 1� used to represent
the heat diffusion. Geometrical reasoning as used for the resis-
tance analysis is therefore not suitable to explain the behavior of
the rise time.

6 Conclusions
We have proposed a fixed-angle heat spreading model for dy-

namic thermal characterization of a square heat source on a rear-
cooled substrate. This extends the numerous works for steady-
state conditions that can be found in the literature. The model
allows a designer to obtain very quick but accurate estimations of
the behavior, even for advanced materials. An analytic expression
for the complex thermal impedance Zth�j�� was derived by means
of an equivalent thermal RC-network. The model was then fitted
to exact calculation results for a normalized thickness � ranging
from 0.1 to 10. If an appropriate spreading angle is chosen, an
average error 5% can be obtained. A compact expression for the
optimum angle �opt was provided. Some Nyquist plots of the
thermal impedance were shown to illustrate the accurate estima-
tion of the entire dynamic behavior. Next, we have investigated
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Fig. 14 Thermal rise time „as fraction of isotropic value… as
function of anisotropy factor for various substrate thicknesses
the thermal step response. Heating curves were presented and a
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imple formula for the thermal rise time was derived. Comparison
f our model with Masana’s lumped network approach �17�, the
nly paper related to the subject we have found, showed that the
roposed method gives a much better estimation of the dynamic
ehavior, especially for thick substrates. Finally, an extension of
he model to anisotropic substrates was provided. The influence of
he anisotropy on the thermal behavior can be calculated almost
traightforwardly. In particular, we have shown results for the re-
istance and rise time and explained them physically where pos-
ible.
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omenclature

apital Letters
CTE � coefficient of thermal expansion, m−1

Cv � specific heat per unit volume, J m−3 K−1

G � Green’s function, K/W
H � extended Green’s function, K/W
Q � heat flow, W
P � power, W
R � distance to coordinate origin �r��, m

Rth � steady-state thermal resistance Zth�j�=0�,
K/W

T � temperature, K
Zth � thermal impedance, K/W

owercase Letters
a � source dimension, m
b � substrate thickness, m
c � thermal capacitance per unit length, J K−1 m−1

e��� � relative error function
f � frequency, Hz
h � heat transfer coefficient, W m−2 K−1

j � complex unit �−1
k � thermal conductivity, W m−1 K−1

r � thermal resistance per unit length, K W−1 m−1

r� � 3D coordinate vector
t � time, s

trise � rise time, s
x /y /z � Cartesian 3D coordinates

reek
� � short notation for 2 tan��� /a, m−1

� � anisotropy factor
� � short notation for j�Cv /k, m−2

��f� � Dirac impulse, s
� � normalized substrate thickness b /a
� � gradient/divergence operator, m−1

� � heat spreading angle, deg

� � angular frequency, rad/s

ournal of Heat Transfer
Subscripts and Superscripts
� � normalized

� � in-plane
0 � reference

iso � for isotropic substrate
opt � optimal value

Z � through-thickness
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Single- and Dual-Phase-Lagging
Heat Conduction Models in
Moving Media
Motivated by the recent work of Christov and Jordan, (“Heat Conduction Paradox In-
volving Second-Sound Propagation in Moving Media,” 2005, Phys. Rev. Lett., 94, p.
154301), we examine the original single- and dual-phase-lagging heat conduction mod-
els without Taylor series approximation and their variants in moving media using the
Galilean principle of relativity. It is found that the original single- and dual-phase-
lagging heat conduction models are Galilean invariant and lead to a single governing
equation even for the multidimensional media. However their variants violate the Gal-
ilean principle of relativity in the moving media. Although this paradox can be eliminated
by replacing the partial time derivatives with the material derivatives, the resulting gov-
erning equations cannot be reduced to a single transport equation in the multidimen-
sional media. Therefore we believe that the original single- and dual-phase-lagging heat
conduction models are more advantageous in modeling the microscale heat conduction
problems. �DOI: 10.1115/1.2976787�

Keywords: single-phase-lagging heat conduction, dual-phase-lagging heat conduction,
microscale heat conduction, Galilean principle of relativity
Introduction
We start with the classical Fourier law

q�r,t� = − K � T�r,t� �1�

here the temperature gradient �T�r , t� is a vector function of the
osition vector r and the time variable t, q�r , t� is the heat flux,
nd K is the thermal conductivity of the isotropic thermally con-
ucting material. This law has been widely and successfully ap-
lied in the conventional engineering heat conduction problems,
n which the system has large spatial dimension and the emphasis
s on the long time behavior. Nevertheless, this classical Fourier
aw suffers from an apparent drawback that it assumes the infinite
peed of heat propagation �1–11�. In other words, Fourier’s law
as the unphysical property that it lacks inertial effects: if a sud-
en temperature perturbation is applied at one point in a heat
onduction medium, it will be felt instantaneously and every-
here at distant points. Experimental observations of heat trans-
ort of the propagation of second sound, ballistic phonon propa-
ation, and phonon hydrodynamics in solids at low temperatures
epart fundamentally from the conventional Fourier law �3�. Re-
ently, the validity of Eq. �1� has also been examined for the
ow-dimensional lattices �12–19�. The rapidly developing technol-
gy of the ultrafast pulse-laser heating, in which the nonequilib-
ium thermodynamic transition and the microstructural effect be-
ome significantly associated with the shortening of the response
ime, also challenges the classical Fourier law �3,20–22�. Further-

ore, due to the wide application of microdevices and the rapid
evelopment of modern microfabrication technology, more and
ore microdevices with micro- and nanoscale dimensions emerge

n various micromechanical systems. It is well known that the
onventional Fourier law leads to an unaccepted result for these
icrodevices �11,23�. A better understanding of the heat transport

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 11, 2007; final manuscript
eceived May 24, 2008; published online September 24, 2008. Review conducted by

en Q Li.

ournal of Heat Transfer Copyright © 20
in these tiny devices is required for a further development of
nanotechnology �23�.

Much effort has been devoted to the modification of the classi-
cal Fourier law. Several non-Fourier heat conduction models have
been established. One of these is the Maxwell–Cattaneo �MC�
model �also called the CV model�,

�
�q

�t
+ q = − K � T �2�

where � is the time delay. This leads to a hyperbolic heat conduc-
tion equation. Therefore, the heat propagates like a wave with a
finite speed �1–3,24�, which has also been demonstrated experi-
mentally �25–30�. Unfortunately it suffers from another paradox
that the MC model does not comply with the Galileo’s principle of
relativity in the moving medium �24�. Although the extended MC
model proposed in Ref. �24� resolves this paradox, it cannot yield
a single governing equation of the heat transport in the multidi-
mensional case.

The natural extension of the MC model �Eq. �2�� is

q�r,t + �q� = − K � T�r,t� �3�

which was proposed by Tzou �3� in a phenomenological manner.
Apparently the original MC model can be recovered from the first
order Taylor expansion of the left side of Eq. �3� with respect to
time t. It was found that model �3� leads to the thermal vibration
or the thermal wave phenomenon, which is the distinct feature of
the single-phase-lagging heat conduction from the conventional
Fourier heat conduction �31–33�.

In Ref. �3�, the non-Fourier model �3� was further extended to
the following form:

q�r,t + �q� = − K � T�r,t + �T� �4�

where �T and �q are the phase lags of the temperature gradient and
the heat flux vector, respectively. The former is due to the micro-
structural interactions such as phonon scattering or phonon-
electron interactions. The latter is, on the other hand, interpreted
as the relaxation time accounting for the fast-transient effects of
thermal inertia. In order to examine whether the heat conduction

model �4� leads to the finite speed of heat propagation, the condi-
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ion for the occurrence of the thermal vibration phenomenon was
xplored in Ref. �31�.

The first or second order Taylor expansions of Eqs. �3� and �4�
ive rise to the approximate single- or dual-phase-lagging heat
onduction models,

q + �qqt = − K � T �5�

q + �qqt = − K��T + �T � Tt� �6�

q + �qqt +
�q

2

2
qtt = − K��T + �T � Tt� �7�

q + �qqt = − K��T + �T � Tt +
�T

2

2
� Ttt� �8�

q + �qqt +
�q

2

2
qtt = − K��T + �T � Tt +

�T
2

2
� Ttt� �9�

hich lead to the following heat conduction governing equations
3�:

Tt + �qTtt = ��T �10�

Tt + �qTtt = ���T + �T�Tt� �11�

Tt + �qTtt +
�q

2

2
Tttt = ���T + �T�Tt� �12�

Tt + �qTtt = ���T + �T�Tt +
�T

2

2
�Ttt� �13�

Tt + �qTtt +
�q

2

2
Tttt = ���T + �T�Tt +

�T
2

2
�Ttt� �14�

mong them, model �5� is nothing more than the CV model �2�.
quation �11� forms a generalized, unified equation that reduces

o the classical parabolic heat conduction equation when �T=�q
0, to the hyperbolic heat conduction equation when �T=0 and

q=�, with � as the relaxation time defined in Ref. �34�, to the
nergy equation in the phonon scattering model �1,35� when �
�Rc2 /3, �T= �9 /5��N, and �q=�R, and to the energy equation in

he phonon-electron interaction model �20,36� when �=k / �ce

cl�, �T=cl /G, and �q= �1 /G��1 /ce+1 /cl�−1. In the phonon scat-
ering model, c is the average speed of phonons �sound speed�, �R
s the relaxation time for the umklapp process in which momen-
um is lost from the phonon system, and �N is the relaxation time
or normal processes in which momentum is conserved in the
honon system. In the phonon-electron interaction model, k is the
hermal conductivity of the electron gas, G is the phonon-electron
oupling factor, and ce and cl are the heat capacity of the electron
as and the metal lattice, respectively. The approximate dual-
hase-lagging heat conduction model �6�—with its wide applica-
ions in ultrafast pulse-laser heating, propagating of temperature
ulses in superfluid liquid helium, nonhomogeneous lagging re-
ponse in porous media, and thermal lagging in amorphous mate-
ials and with the effects of material defects and thermomechani-
al coupling—has aroused the tense research effort on its various
spects. The non-Fourier models �7�–�9� account for the second
rder effects of the lagging behavior for the microstructural inter-
ctions or the fast-transient effects of thermal inertia. For the de-
ails about models �5�–�9�, please refer to Ref. �3�.

In Ref. �31�, we rederived the constitutive relation �4� from the
oltzmann transport equation. Based on Eq. �11�, we addressed

he conditions and features of thermal oscillation and resonance
nd their difference with those in the classical and hyperbolic heat
onduction in particular �37�. The dual-phase-lagging heat con-
uction model was also proven to be well posed in a finite region

nder any linear boundary conditions �38,39�. Solutions of the

21302-2 / Vol. 130, DECEMBER 2008
single- or dual-phase-lagging heat conduction equations were ob-
tained for some specific initial and boundary conditions
�4,5,40–46�. Interestingly, Tzou �3� and Vadasz �47–50� devel-
oped an approximate equivalence between the heat conduction in
porous media and the dual-phase-lagging heat conduction. The
method and results in Ref. �37�, thus, were applied to investigate
the conditions of the occurrence of thermal oscillation in porous
media.

Note that seven non-Fourier models �Eqs. �3�–�9�� are available
for one microscale heat conduction problem. Different models
usually lead to different results although their differences are quite
small. In Refs. �51�, the stabilities of heat conduction based on the
non-Fourier models �6�–�9� were investigated, which resulted in
the different stable regions of parameters �T and �q for different
models. Therefore, a natural question is which model is more
appropriate for describing the microscale heat conduction phe-
nomena? That is, the constitutive relations �3�–�9� need to be as-
sessed according to some criterion. The Galilean principle of rela-
tivity, the equivalence of inertial reference frames for all physical
laws, may serve as a criterion for such a kind of assessment.
Recently, Christov and Jordan �24� found that the MC model �2�
of finite-speed heat conduction accidentally violates this principle;
in order to eliminate this drawback, the material derivative was
employed to replace the local partial time derivative and the im-
proved MC model was proven to be invariant under the Galilean
transformation. In the present work, we first attempt to examine
other non-Fourier models by the Galilean principle of relativity.
Then the methodology in Ref. �24� is employed to reformulate the
non-Fourier models �6�–�9�. Finally, we compare the original
single- and dual-phase-lagging heat conduction models �3� and �4�
with their variants �Eqs. �5�–�9��.

2 Examination of the Original and Approximate
Single- and Dual-Phase-Lagging Conduction Models by
the Galilean Principle of Relativity

We begin with establishing the governing equation of heat
transport under the non-Fourier models �5�–�9�. In order to do
that, one needs the following balance equation of the internal
energy:

�cp� �T

�t
+ u · �T� + � · q = 0 �15�

where � is the mass density, cp is the specific heat at constant
pressure, u is the velocity vector, and t is time. In the following
the constant mass density is assumed. Then combining Eqs. �15�
and �5�–�9� leads to the following governing equations of heat
transport:

Tt + u · �T + �q�Ttt + �u · �T�t� = ��T �16�

Tt + u · �T + �q�Ttt + �u · �T�t� = ���T + �T�Tt� �17�

Tt + u · �T + �q�Ttt + �u · �T�t� +
�q

2

2
�Tttt + �u · �T�tt�

= ���T + �T�Tt� �18�

Tt + u · �T + �q�Ttt + �u · �T�t� = ���T + �T�Tt +
�T

2

2
�Ttt�

�19�

Tt + u · �T + �q�Ttt + �u · �T�t� +
�q

2

2
�Tttt + �u · �T�tt�

= ���T + �T�Tt +
�T

2

2
�Ttt� �20�
where �=K / ��cp� is the thermal diffusivity, the subscript t indi-
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ates the partial derivative with respect to time, and u is the ve-
ocity vector of the material point.

Classically, the physical law should not change its form under
he following Galilean transformation:

r� = r − Ut, t� = t �21�

here U is the constant velocity between two inertial reference
rames. Therefore if the heat conduction medium is moving with a
onstant speed U, an observer moving with the same speed should
ee the same heat conduction phenomena as the case when the
eat conduction medium is at rest. More specifically, for different
nertial frames, the heat propagation wave speed obtained accord-
ng to Eqs. �16�–�20� should be the same. For simplicity and to
void losing the generality, we only consider the following one-
imensional moving medium with constant speed U in the
-direction:

Tt + UTx + �q�Ttt + UTxt� = �Txx �22�

Tt + UTx + �q�Ttt + UTxt� = ��Txx + �TTxxt� �23�

Tt + UTx + �q�Ttt + UTxt� +
�q

2

2
�Tttt + UTxtt� = ��Txx + �TTxxt�

�24�

Tt + UTx + �q�Ttt + UTxt� = ��Txx + �TTxxt +
�T

2

2
Txxtt� �25�

Tt + UTx + �q�Ttt + UTxt� +
�q

2

2
�Tttt + UTxtt�

= ��Txx + �TTxxt +
�T

2

2
Txxtt� �26�

here x is the spatial coordinate and the subscript represents the
artial derivative with respect to x.

By introducing the following Galilean transformation and nota-
ions:

y = x − Ut, t = t, ��y,t� = T�x,t� �27�

qs. �22�–�26� become

�t + �q��tt − U�ty� = ��yy �28�

�t + �q��tt − U�ty� = ���yy + �T�tyy − �TU�yyy� �29�

�t + �q��tt − U�ty� +
�q

2

2
��ttt − 2U�tty + U2�tyy�

= ���yy + �T�tyy − �TU�yyy� �30�

�t + �q��tt − U�ty� = ���yy + �T�tyy − �TU�yyy +
�T

2

2
��ttyy − 2U�tyyy

+ U2�yyyy�� �31�

�t + �q��tt − U�ty� +
�q

2

2
��ttt − 2U�tty + U2�tyy�

= ���yy + �T�tyy − �TU�yyy +
�T

2

2
��ttyy − 2U�tyyy + U2�yyyy��

�32�

bviously, all the above equations involve the constant speed U.
ubsequently, an observer moving with the medium with the
peed U may see a different heat conduction process from the case
hen the frame is at rest. This contradicts the Galilean principle

f relativity, which may also be demonstrated by calculating the

ournal of Heat Transfer
wave speeds for thermal disturbances in an infinite region based
on Eqs. �22�–�24�. When U=0, it is easy to show that the propa-
gating speed of the heat wave is equal to c=	� /�q. When U is a
nonzero constant, the propagating speed of the heat wave is given
as c1,2= �1 /2��U�	U2+4c2�, which are nonlinear functions of U.
Apparently c1,2 is not the sum or difference of the frame velocity
and thermal wave speed with the rest medium. Therefore it lacks
physical meaning. From the previous analysis we can see that Eqs.
�22�–�26� are obtained by the combination of the internal energy
balance �Eq. �15�� and the non-Fourier models �5�–�9�. It is easy
to check that the internal energy balance equation is invariant
under the Galilean transformation. Therefore we conclude that the
non-Fourier models �5�–�9� must not comply with the Galilean
principle of relativity. In order to prove this, we first introduce the
following Galilean transformation and some notations:

r� = r − Ut, t = t, ��r�,t� = T�r�,t�, Q�r�,t� = q�r,t�
�33�

Applying these equations on Eqs. �5�–�9�, we obtain

Q + �q�Qt − U · �r�Q� = − K�r�� �34�

Q + �q�Qt − U · �r�Q� = − K��r�� + �T��r��t − U · �r��r����
�35�

Q + �q�Qt − U · �r�Q� +
�q

2

2
�Qtt − 2U · �r�Qt + U · �r��U · �r�Q��

= − K��r�� + �T��r��t − U · �r��r���� �36�

Q + �q�Q − U · �r�Q� = − K��r�� + �T��r��t − U · �r��r���

+
�T

2

2
��r��tt − 2U · �r��r��t

+ U · �r��U · �r��r����� �37�

Q + �q�Qt − U · �r�Q� +
�q

2

2
�Qtt − 2U · �r�Qt + U · �r��U · �r�Q��

= − K��r�� + �T��r��t − U · �r��r��� +
�T

2

2
��r��tt

− 2U · �r��r��t + U · �r��U · �r��r����� �38�

One can see that all the above equations involve the speed of the
moving frame. Therefore for different speeds of moving frames,
the non-Fourier models �5�–�9� have different forms. This is in
contradiction to the Galilean principle of relativity. However the
original single-phase-lagging heat conduction model �3� and the
dual-phase-lagging heat conduction model �4� obey the Galilean
principle of relativity. This can be proven as follows.

The application of the Galilean transformation �33� on Eqs. �3�
and �4� yields

Q�r�,t + �q� = − K�r���r�,t�

Q�r�,t + �q� = − K�r���r�,t + �T�

The observation of these two equations shows that the single- and
dual-phase-lagging heat conduction models keep the same form
for all the inertial reference frames. Actually it is a trivial process
to examine this because models �3� and �4� do not contain any
time derivatives. Therefore the single-phase-lagging heat conduc-
tion model �3� is the simplest non-Fourier model, which is invari-

ant under the Galilean transformation. Although the variants of the
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riginal single- and dual-phase-lagging heat conduction models
ave not passed the test of the Galilean principle of relativity, they
an still be used in the rest heat conduction media.

The Improved Non-Fourier Conduction Models
In Ref. �24�, it is found that the classical MC model can be
odified by using the material derivative instead of the partial

ime derivative, and the resulting improved MC model is invariant
nder the Galilean transformation. Applying the same strategy to
he non-Fourier models �5�–�9� in the moving heat conduction

edium with the constant speed U, we have

q + �q�qt + U · �q� = − K � T �39�

q + �q�qt + U · �q� = − K��T + �T � �Tt + U · �T�� �40�

q + �q�qt + U · �q� +
�q

2

2
�qtt + 2U · �qt + U · ��U · �q��

= − K��T + �T � �Tt + U · �T�� �41�

q + �q�qt + U · �q� = − K��T + �T � �Tt + U · �T� +
�T

2

2
� �Ttt

+ 2U · �Tt + U · ��U · �T��� �42�

q + �q�qt + U · �q� +
�q

2

2
�qtt + 2U · �qt + U · ��U · �q��

= − K��T + �T � �Tt + U · �T� +
�T

2

2
� �Ttt + 2U · �Tt

+ U · ��U · �T��� �43�

ntroducing the Galilean transformation �33� in the above equa-
ions yields

Q + �qQt = − K � � �44�

Q + �qQt = − K��� + �T � �t� �45�

Q + �qQt +
�q

2

2
Qtt = − K��� + �T � �t� �46�

Q + �qQt = − K��� + �T � �t +
�T

2

2
� �tt� �47�

Q + �qQt +
�q

2

2
Qtt = − K��� + �T � �t +

�T
2

2
� �tt� �48�

bviously these equations do not involve the constant speed U.
urthermore, Eqs. �44�–�48� have the same form as Eqs. �5�–�9�,
espectively. Therefore, the improved non-Fourier models
39�–�43� give the same heat conduction phenomenon in different
nertial frames; that is, they obey the Galilean principle of relativ-
ty. It also indicates that the non-Fourier models �5�–�9� are only
pplicable for the rest heat conduction medium, while the im-
roved non-Fourier models �39�–�43� hold for both the rest and
oving heat conduction media.
One of Eqs. �39�–�43� and the internal energy balance Eq. �15�

ompose the governing equation system of the microscale heat
onduction in the moving medium. For two- or three-dimensional
ases the heat flux vector q cannot be eliminated by these equa-
ions. Therefore the governing equations cannot be reduced to a
ingle equation. Only for the one-dimensional case can a single
overning equation be obtained, namely,

2
Tt + UTx + �q�Ttt + 2UTxt + U Txx� = �Txx �49�
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Tt + UTx + �q�Ttt + 2UTxt + U2Txx� = ��Txx + �TTtxx + �TUTxxx�
�50�

Tt + UTx + �q�Ttt + 2UTxt + U2Txx� +
�q

2

2
�Tttt + 3UTttx

+ 3U2Ttxx + U3Txxx�

= ��Txx + �TTtxx + �TUTxxx� �51�

Tt + UTx + �q�Ttt + 2UTxt + U2Txx�

= ��Txx + �T�Ttxx + UTxxx� +
�T

2

2
�Tttxx + 2UTtxxx + U2Txxxx��

�52�

Tt + UTx + �q�Ttt + 2UTxt + U2Txx� +
�q

2

2
�Tttt + 3UTttx

+ 3U2Ttxx + U3Txxx�

= ��Txx + �T�Ttxx + UTxxx� +
�T

2

2
�Tttxx + 2UTtxxx + U2Txxxx��

�53�
It is easy to show that the wave speeds of thermal disturbances
with respect to the resting frame are now c1,2=U�c, exactly as
we would expect for a body moving with a constant speed U. In
the material framework the improved non-Fourier models
�39�–�43� can be further generalized as

q + �q
Dq

Dt
= − K � T �54�

q + �q
Dq

Dt
= − K��T + �T �

DT

Dt
� �55�

q + �q
Dq

Dt
+

�q
2

2

D2q

Dt2 = − K��T + �T �
DT

Dt
� �56�

q + �q
Dq

Dt
= − K��T + �T �

DT

Dt
+

�T
2

2
�

D2T

Dt2 � �57�

q + �q
Dq

Dt
+

�q
2

2

D2q

Dt2 = − K��T + �T �
DT

Dt
+

�T
2

2
�

D2T

Dt2 � �58�

where D /Dt=� /�t+u ·�. One of these equations and Eq. �15�
compose a coupled system, which is the governing equation of the
microscale heat conduction in a material continuum with velocity
u. In a frame moving with constant velocity U, we introduce the
following Galilean transformation and notations:

r� = r − Ut, t = t, u�r,t� = U + v�r�,t�
�59�

q�r,t� = Q�r�,t�, T�r,t� = ��r�,t�

Note that v denotes the velocity relative to the moving frame.
Then we obtain the following vector formulas relating the moving
frame to the resting one:

qt = Qt − U · �r�Q, Tt = �t − U · �r��

�60�
u · �r = �U + v�r�,t�� · �r�

where the superscripts on the gradient operators refer to the coor-
dinates with respect to which they are taken. It is easy to verify
that

qt + u · �rq = Qt + v�r�,t� · �r�Q
�61�
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Tt + u · �rT = �t + v�r�,t� · �r��

pplying these equations on Eqs. �15� and �54�–�58� yields

�cp� ��

�t
+ v · ��� = − � · Q �62�

nd

q + �q� �

�t
+ v · ��Q = − K � T �63�

q + �q� �

�t
+ v · ��Q = − K��T + �T � � �

�t
+ v · ��T� �64�

q + �q� �

�t
+ v · ��Q +

�q
2

2
� �

�t
+ v · ��� �

�t
+ v · ��Q

= − K��T + �T � � �

�t
+ v · ��T� �65�

q + �q� �

�t
+ v · ��Q = − K��T + �T � � �

�t
+ v · ��T

+
�T

2

2
� � �

�t
+ v · ��� �

�t
+ v · ��T�

�66�

q + �q� �

�t
+ v · ��Q +

�q
2

2
� �

�t
+ v · ��� �

�t
+ v · ��Q

= − K��T + �T � � �

�t
+ v · ��T

+
�T

2

2
� � �

�t
+ v · ��� �

�t
+ v · ��T� �67�

here the superscripts are omitted without causing confusion. The
nergy balance �Eq. �15�� and one of Eqs. �63�–�67� compose the
eneral governing equation of microscale heat transport in the
oving frame. An observation shows that all these equations do

ot involve the constant velocity U of the moving frame. There-
ore the improved non-Fourier models �54�–�58� are Galilean in-
ariant.

3.1 The Original Single- and Dual-Phase-Lagging Heat
onduction Models. For the single- and dual-phase-lagging heat

onduction models �3� and �4�, we have mentioned that it is trivial
o show that they comply with the Galilean principle of relativity
ecause they do not involve any time derivative. The combination
f Eq. �3� and the internal energy balance �Eq. �15�� leads to

�T�r,t + �q�
�t

+ u�r,t + �q� · �T�r,t + �q� = ��T�r,t� �68�

his is the governing equation of microscale heat conduction un-
er the single-phase-lagging model. Similarly, for the original
ual-phase-lagging model �4�, the governing equation of micro-
cale heat conduction is written as

�T�r,t + �q�
�t

+ u�r,t + �q� · �T�r,t + �q� = ��T�r,t + �T� �69�

pparently for the original single- and dual-phase-lagging mod-
ls, the governing equation of microscale heat conduction in the
oving medium is a single partial differential equation even for

he two- and three-dimensional cases. Furthermore it has a quite
impler form compared with other models. Therefore the single-
nd dual-phase-lagging models demonstrate a big advantage in
ealing with the microscale heat conduction in the moving me-

ium.

ournal of Heat Transfer
4 Concluding Remarks
The original single- and dual-phase-lagging heat conduction

models obey the Galilean principle of relativity and lead to a
single governing equation of heat conduction in the moving me-
dium even for two- and three-dimensional cases. Their variants,
however, suffer from the violation of the Galilean principle of
relativity. Although one can eliminate this paradox by replacing
the local time derivative with the material derivative, the resulting
governing equations cannot be reduced to a single equation in
two- or three-dimensional cases. Therefore the original single- and
dual-phase-lagging heat conduction models are preferable in deal-
ing with the microscale heat conduction problems.

It is well known that the Boltzmann transport equation plays a
central role in the study of the microscale and nanoscale heat
conductions. The classical Fourier law and CV model for the one-
dimensional case were established from the Boltzmann transport
equation �11�. The phonon-electron interaction model was derived
from the Boltzmann transport equation on a quantum mechanical
and statistical basis �20�. Joshi and Majumdar �52� derived a pho-
non radiative transport equation between two parallel plates from
the Boltzmann transport equation for the heat transport in dielec-
tric solid films. Based on the Boltzmann transport equation, Chen
�53,54� proposed ballistic-diffusive heat conduction equations of
microscale heat transport in devices where the characteristic
length is comparable to the mean free path of the energy carrier or
the characteristic time is comparable to the relaxation time of the
energy carrier. The original single- and dual-phase-lagging heat
conduction models �3� and �4� were also established �31,33� from
the Boltzmann transport equation. In addition, numerous numeri-
cal simulations based on the Boltzmann transport equation have
emerged �55–64�. The findings of the present work as well as of
Ref. �24� remind us that special attention should be given to the
Galilean principle of relativity when the Boltzmann transport
equation is employed to establish the microscale heat conduction
models.
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Nomenclature
c � propagating speed of the heat wave in the rest

frame
cp � specific heat at constant pressure
K � thermal conductivity
q � heat flux
r � position vector

r� � position vector
t � time variable

T � temperature field
U � speed of the moving frame
v � velocity vector
x � spatial coordinate
y � spatial coordinate

Greek Symbols
� � thermal diffusivity
� � temperature field
� � mass density
� � relaxation time

�q � phase lag of the heat flux vector
�T � phase lag of the temperature gradient
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Investigation of Heat Transfer and
Pressure Drop of an Impinging
Jet in a Cross-Flow for Cooling of
a Heated Cube
The objective of this study is to investigate the thermal performance and the cost mea-
sured in pressure drops of a targeted cooling system with use of an impinging jet in
combination with a low-velocity channel flow on a heated wall-mounted cube. The effects
of the Reynolds numbers of the impinging jet and the cross-flow, as well as the distance
between the top and bottom plates, are investigated. A steady-state 3D computational
fluid dynamics model was developed with use of a Reynolds stress model as turbulence
model. The geometrical case is a channel with a heated cube in the middle of the base
plate and two inlets, one horizontal channel flow and one vertical impinging jet. The
numerical model was validated against experimental data with a similar geometrical
setup. The velocity field was measured by particle image velocimetry and the surface
temperature was measured by an infrared imaging system. This case results in a very
complex flow structure where several flow-related phenomena influence the heat transfer
rate and the pressure drops. The average heat transfer coefficients on each side of the
cube and the pressure loss coefficients are presented; correlations for the average heat
transfer coefficient on the cube and the pressure loss coefficients are created.
�DOI: 10.1115/1.2969266�

Keywords: electronics cooling, impinging jet, CFD, RSM
Introduction
Impinging jets are used for many industrial applications where

igh heat and mass transfer rates are required �e.g., drying paper
nd textiles, tempering glass, and cooling of electronic compo-
ents�. The current trend in electronic devices shows a steady
ncrease in the dissipated heat from electronic components.
orced channel flow is frequently used as a cooling technique, see
efs. �1,2�. In combating the whole thermal load with forced
hannel flow, excessive flow rates will be required. In a typical
lectronic system, the printed circuit board �PCB� will contain one
r a few high heat-dissipating components. One possible method
o face this problem is to divide the channel flow in an impinging
et and a low-velocity cross-flow, see Ref. �3�. The impinging jet
s placed over the high heat-dissipating component and provides a
ocal region with high cooling performance, especially at the stag-
ation point. The cross-flow is important to ensure that well-
istributed cooling performance is provided at the other parts of
he PCBs, which require less cooling.

Impinging jets are also of great scientific interest. Extensive
xperimental and numerical research has been carried out to pre-
ict the flow and heat transfer characteristics in the stagnation
egion of an impinging jet. Most investigations have been focused
n axisymmetric round jets impinging normally on a flat surface,
f. Ref. �4�. The case with an axisymmetric round jet impinging
ormally on a flat surface has also been simulated with different
urbulence models to predict the heat transfer and flow configura-
ion. The earlier investigation by Behnia et al. �5� has shown that
he most common two-equation Reynolds averaged Navier–
tokes �RANS� models, e.g., the standard k-� model, overpredict

he heat transfer rate in the stagnation region by over 100%.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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uly 3, 2008; published September 22, 2008. Review conducted by Roger Schmidt.

ournal of Heat Transfer Copyright © 20
Behnia et al. �5� also used the v2-f model to simulate the case,
with satisfactory agreement with the experimental data. Other nu-
merical investigations, such as the one by Abdon and Sundén �6�,
have used the expansion of the classical two-equation turbulence
models �k-� and k-�� with realizable constraints. Craft et al. �7�
used a low-Re model with the Yap correlation added to the
�-equation and three different Reynolds stress models �RSMs� to
simulate the case.

The case with an impinging jet in a cross-flow has rarely been
investigated earlier by means of computational code compared
with confined and unconfined impinging jets as well as flows
around bluff bodies. Two RANS-turbulence models, the v2-f
model developed by Durbin �8� and a RSM with a two-layer
model in the near-wall region, were used by Rundström and
Moshfegh �9� in an earlier validation study of the turbulent flow
from an impinging jet in a cross-flow on a wall-mounted cube.
The models showed similar results near the walls and the RSM
predicted the flow and turbulence characteristics better than the
v2-f model in the free shear regions �i.e., far from the walls�. The
accuracy of the heat transfer prediction from the RSM was inves-
tigated by Rundström and Moshfegh �10� and the main features
were well predicted by the model in all regions except in the
stagnation region of the impinging jet, where the model seems to
overpredict the heat transfer rate. The verified RSM from the pre-
vious studies is used in this study to investigate the influence of
the velocities of the impinging jet and the cross-flow and the
height of the channel on the heat transfer rate and on the pressure
drops for the case with a single impinging jet in a cross-flow on a
heated wall-mounted cube.

2 Computational Setup and Numerical Scheme

2.1 Geometrical Setup and Boundary Conditions. The
computational domain is a rectangular channel with a heated cube

in the middle of the bottom �see Fig. 1�. The channel has two
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nlets, one horizontal channel flow with a low velocity and one
ertical impinging jet with a high velocity. The impinging jet en-
ers through a circular nozzle at the middle of the top plate. The
ube consists of an isothermal core of 70°C covered with an
poxy layer with low thermal conductivity and a thickness, �c, of
.5 mm �see Fig. 1�. The geometrical and flow details and the
aterial properties are summarized in Tables 1 and 2. The cooling
edium is air.
The following boundary conditions are used: The top and bot-

om walls are adiabatic with no-slip conditions. Symmetric
oundary conditions are used for the sidewalls and zero gradient
ondition for the outflow �i.e., �U /�x=�T /�x=0�. The same tem-
eratures of 20°C will be used for the cross-flow and the imping-
ng jet. The mean velocities of cross-flow and the impinging jet
re in the ranges of 1–2.8 m/s and 4–12 m/s, respectively. A fully
eveloped channel flow profile is used for the cross-flow and a
op-hat profile by Yu and Monkewitz �11� is used for the imping-
ng jet, see Eq. �1�.

V�d� =
1

1 + sinh2n��d/D�sinh−1�1��
�1�

here d is the diameter at the radial distance, D is the diameter of
he nozzle, and n=15. The top-hat profile is normalized to fulfill
he required mean velocity of the impinging jet. A turbulence
ntensity, I, of 10% and isotropic Reynolds stresses are assumed at
he inlet of the impinging jet. The turbulent dissipation rate, �, is
stimated by

� = C�
3/4k3/2

l
�2�

Fig. 1 Computational domain and a

Table 1 Geometrical and flow details

12 mm
15 mm

1.25h–2h=18.75–30 mm

x ,Sz 4h=60 mm

c 1.5 mm
ej 4930–9860
ec 1284–5752

Table 2 Material properties

Air Epoxy layer

p 1006.43 J /kg K 1668.5 J /kg K
1.225 kg /m3 1150.0 kg /m3

0.0242 W /m K 0.236 W /m K
1.789�10−5 kg /m s —
21401-2 / Vol. 130, DECEMBER 2008
where C� is an empirical constant with a value of 0.09, k is the
turbulent kinetic energy given by k=0.5�i��i�, and l is a length
scale given by l=0.07 D. The top-hat profile was chosen because
of the simplicity to create a more accurate velocity profile due to
the vena contra phenomenon. The simplicity of Eq. �1� makes it
suitable for practical application where the shape of the profile can
be easily changed by adjusting the constant n.

2.2 Governing Equations. The steady-state, three-
dimensional, incompressible continuity and Reynolds equations
and the transport equation of energy are given by

�Ui

�xi
= 0 �3�

��UjUi�
�xj

= −
1

�

�p

�xi
+

�

�xj
��

�Ui

�xj
− ui�uj�� �4�

��UjT�
�xj

=
�

�xj
���

�T

�xj
− uj�T��	 �5�

where Ui is the mean velocity and ui� is the fluctuating velocity.

The −ui�uj� and −uj�T� are the modified Reynolds stresses and the
modified turbulent heat fluxes and must be modeled in order to
close the system equations. The transport equations of modified

Reynolds stresses −ui�uj� can be written as

�

�xk
�Ukui�uj��

Cij

=
�

�xk
�− ui�uj�uk� −

p�

�
�� jkui� + �ikuj�� + �

�ui�uj�

�xk
�

Dij

− ui�uk�
�Uj

�xk
− uj�uk�

�Ui

�xk

Pij

− 2�
�ui�

�xk

�uj�

�xk

�ij

+
p�

�
� �ui�

�xj
+

�uj�

�xi
�

�

�ij �6�

where Cij is the convective part, Pij is the production part, Dij is
the diffusion part, �ij is the dissipation part, and �ij is the
pressure-strain term. The modeled diffusion part, Dij, is given by

Dij =
� ��

�ui�uj�

�x
� +

� � �t �ui�uj�

�x
� �7�

hematic sketch of the heated cube
�xk k �xk 	k k
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he first term on the right-hand side of Eq. �7� is the molecular
ransport; the second term is the modeled version of turbulent
ransport proposed by Lien and Leschziner �12�. The turbulent
iscosity, �t, is modeled as �t=C�k2 /�, where k and � are turbu-
ent kinetic energy and dissipation rate of k. The kinetic energy is
iven by k=0.5ui�ui� and the transport equation of turbulent dissi-

ation rate is given by

�

�xj
�Uj�� =

�

�xj
��� +

�t

	�
� ��

�xj
	 − C�1ui�uj�

�Ui

�xj

�

k
− C�2

�2

k
�8�

he dissipation part, �ij, is modeled with the isotropic dissipation
ssumption as �ij = �2 /3��ij�, where �ij is the Kronecker delta.
he pressure-strain term, �ij, is modeled by a linear approach
roposed by Launder and Shima �13�.

The modified turbulent heat fluxes, −uj�T�, are modeled by the
ddy-diffusivity hypothesis with constant turbulent Prandtl num-
er, Prt, as

− uj�T� =
�t

Prt

�T

�xj
�9�

he following constants have been used in the RSM: C�=0.09,

k=0.82, 	�=1.0, C�1=1.44, C�2=1.92, and Prt=0.85.
The near-wall region is completely resolved all the way through

he viscous sublayer by a two-layer approach. The two-layer
odel is based on the one-equation model of Wolfshtein �14�,
ith use of the turbulent length scales proposed by Chen and Patel

Fig. 2 Computational grid for the height, H, of 3
Fig. 3 Schematic sketch of

ournal of Heat Transfer
�15�. Details about the modeling of the two-layer model can be
found in the Fluent Manuals, see Ref. �16�.

2.3 Numerical Details. The finite-volume code FLUENT 6.2.16

was used to numerically solve the governing equations with a
segregated scheme and the SIMPLE algorithm solved the
pressure-velocity coupling, see Table 3.

Three different meshes are used in the study, one mesh for each
geometrical case. The meshes consist of 651,524, 745,044, and
881,832 structured hexahedral cells for the cases with heights, H,
of 18.75 mm, 22.5 mm, and 30 mm, respectively. There are 42
�42 cells near the sidewalls of the cube. The top of the cube
consists of a total of 5876 cells. The circular region under the inlet
of the impinging jet consists of 2516 cells in the xz-plane. The
mesh is refined enough near the solid walls �y+
1� to solve the
all-boundary layer with the two-layer model, see Fig. 2. There are
five cells with identical spacing through the epoxy layer and there
are 64,660 cells located in the epoxy layer. A grid independency
study was performed by Rundström and Moshfegh �3� for the case
of a height, H, of 30 mm and mean velocities of the impinging jet
cross-flow of 10 m/s and 2.8 m/s, respectively.

3 Verification

3.1 Experimental Setup. The experimental setup is shown in
Fig. 3. The experimental equipment consists of a wind tunnel with
five cubes mounted in-line in the middle of the tunnel; only the

m: perspective view „left… and side view „right…

Table 3 Numerical scheme

Grid Staggered grid
Pressure-velocity-coupling algorithm SIMPLE
Discretization schema
Nonlinear terms Second-order upwind schema
Viscous terms Second-order central scheme
0 m
the experimental setup

DECEMBER 2008, Vol. 130 / 121401-3
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hird cube is heated in the present study. The size of the cubes is
5 mm and the distance between each pair of cubes Sx is 60 mm.
he tunnel has a height H of 30 mm and a width of 360 mm. One

mpinging jet is positioned above the third cube. The impinging
et is forced through a circular hole with a diameter, D, of 12 mm.
he centers of the impinging jets and the third cube are identical.
he impinging jet is provided with air from a separate channel
laced above the top plate. All measurements are carried out at the
hird cube �see Fig. 3�.

3.2 Measurements. The time-averaged velocity field and the
eynolds components were measured in the xy and xz planes with
particle image velocimetry �PIV� system. The PIV system in-

luded a double-pulsed Nd:YAG laser with a pulse energy of 25
J. The laser was used to produce an approximately 1 mm light

heet that illuminated the seed particles in the flow. A PCO Sen-
icam camera recorded the images of the seed particles in the light
heet. For each plane, 1000 image pairs were acquired. The com-
ercial software VIDPIV ROWAN V4.0 was used to analyze the im-

ges. The PIV system used in this study with almost the same
ettings was used in Ref. �17�. In Ref. �17� the mean velocity and
urbulence fluctuations were carried out both by the PIV system
nd a laser Doppler anemometry �LDA� system for a case with an
xisymmetric round jet impinging normally on a flat surface and
he results were compared. The maximum deviations observed
etween the two measurement systems were approximately 1%
or the mean velocity components and 12% for the rms values of
he fluctuating velocity components. The largest deviations were
ocated in the near-wall region.

The time-averaged temperature distribution on the cube was
easured by a low-wavelength �2–5.5 �m� infrared imaging

ystem �Varioscan, Jenoptik�. The Varioscan camera is equipped
ith a scanning mechanism to create images that are composed at
00 lines with 300 pixels. The relation between the pixel intensity
nd the temperature is established in an in situ calibration proce-
ure in conjunction with an image restoration technique based on
Wiener filter, using the two-dimensional optical transfer function
s described by Meinders et al. �18�. The maximum uncertainty in
urface temperature measurement was estimated to be approxi-
ately 0.6°C near the edges, see Ref. �19�. These temperature

nd PIV measurements were carried out at the Department of
pplied Physics, Delft University of Technology, Delft, The Neth-

rlands, see Ref. �20� for more details.

3.3 Numerical Setup. The numerical and geometrical setup
s identical with the description from Secs. 2.1 and 2.3 and the
urbulence modeling is identical with the description from Sec.

Fig. 5 x-velocity components „U /Uj… in the xy-plan

measurement

21401-4 / Vol. 130, DECEMBER 2008
2.2. The velocity profile and the turbulent properties at the inlet of
the cross-flow �see Fig. 1� are predicted from a larger separate
simulation with a row of wall-mounted cubes and the same geo-
metrical configuration as in Fig. 3 under a fully developed channel
flow. The boundary conditions for the impinging jet, that is, the
velocity profile, turbulent kinetic energy, and turbulent dissipation
rate, are derived from the measurements by Tummers et al. �20�. A
curve fit from the velocity measurements is used to define the
velocity profile, V. The turbulent kinetic energy, k, is calculated by
assuming that the streamwise and spanwise Reynolds stresses, u�2

and w�2, are identical and the values for u�2 and v�2 are obtained
from the above mentioned measurements. The turbulent dissipa-
tion rate, �, is calculated by Eq. �2�. It is worth mentioning that
the mean velocities of cross-flow, Uc, and the impinging jet, Uj,
are 1.73 m/s and 6.50 m/s, respectively.

3.4 Results From the Verification. The flow field shows a
complex behavior �see Fig. 4�. There are several flow-related phe-
nomena that can affect cooling performance. For example, the
position of the stagnation point on top of the cube is an important
factor for the prediction of heat transfer rate on top of the cube,
and the separation from the top of the cube has an important effect
on the heat transfer mechanisms at the other four walls.

Figure 5 shows the normalized x-velocity component �U /Uj� as
a function of the vertical distance �y /H� near the third cube. Each
diagram represents different locations in the x-direction at the cen-
ter of the cube. The first diagram represents the line at the distance
0.75h downstream from the center of the cube �i.e., x /h=−0.75�;
the four following diagrams represent the following x-positions:
x /h=−0.25, x /h=0.5, x /h=0.75, and x /h=1, where the last three
x-positions represent the distance upstream from the center of the
cube.

The model shows good agreements with the PIV measurement

Fig. 4 Contours of velocity magnitude in the xy-plane, z /h=0:
RSM „left… and PIV measurement „right…

z /h=0: — represents RSM and � represents PIV
e,
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ear the stagnation region �see the second and third diagrams from
he left in Fig. 5�. The recirculating region before the front side of
he cube is in good agreement with the RSM and the PIV mea-
urement �see the first diagram from the left in Fig. 5�. The strong
eparation from the rear side is also well predicted by the model
see the third diagram from the left in Fig. 5�, but the separated
ow seems to be more forced against the bottom plate in the PIV
easurement, which results in a lower position of the maximum

n the PIV measurement than in the RSM �see the fourth and fifth
iagrams from the left in Fig. 5�. The peak also seems to decrease
little bit faster in size in the RSM than in the PIV measurement

see the fourth and fifth diagrams from the left in Fig. 5�.
Figure 6 shows the normalized x-velocity component �U /Uj� as

function of the spanwise distance �z /h� at the vertical location of
mm �or y /H=2 /15�. Each diagram represents the same

Fig. 6 x-velocity components „U /Uj… in the xz-pla
measurement
Fig. 7 Surface temperature in the xy-plane, z /h

ournal of Heat Transfer
x-positions as in Fig. 6.
The blockage effect in front of the front side of the cube pre-

dicted by RSM is in good agreement with the PIV measurement
�see the first diagram from the left in Fig. 6�. The bypass flow is
also in good agreement between the RSM and the PIV measure-
ment, and the separated flows from the sidewalls are almost iden-
tical in the RSM and in the PIV measurement �see the second and
third diagrams in Fig. 6�. The agreement between the RSM and in
the PIV measurement wake region behind the rear side is better
close to the rear side than farther from the wall �see the fourth and
fifth diagrams in Fig. 6�. The recirculating flow near the centerline
agrees well between the RSM and in the PIV measurement and
the RSM seems to be less diffusive than the PIV measurement.

The diagrams in Fig. 7 show the temperature distribution along
two paths on the surface of the cube.

y /H=2/15: — represents RSM and � represents
ne,
=0 „left… and in the xz-plane, y /h=0.5 „right…

DECEMBER 2008, Vol. 130 / 121401-5
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The best agreement between the model and measurement is
bserved on the front side of the cube. The rapidly decreasing
emperatures near the corners are well predicted by the model.
he heat transfer rate in the stagnation region seems to be a bit
verpredicted by the model due to the lower temperature on the
op of the cube. The opposite trend is observed on the rear side of
he cube, where the predicted temperature is higher than the mea-
ured. The position of the maximum value is well predicted in the
ertical direction �see the left diagram in Fig. 7� despite the fact
hat the temperature seems to be overpredicted. A minimum in the

easured temperature in the spanwise direction can be observed
n the rear side of the cube, where the model shows an almost
onstant temperature �see the right diagram in Fig. 7�. The rapidly
ecreasing temperature in the measurement near the bottom plate
an be explained by the heat losses through the base plate at the
ottom of the cube �see the left diagram in Fig. 7�, where the
redicted temperature shows an increasing trend near the bottom
late due to the adiabatic boundary condition on the bottom plate.
similar trend was observed by Ničeno et al. �21� for a case with
single channel flow over a matrix of cubes where the experi-
ental setup of the cubes was identical with the cube arrangement

sed in the present study. In Ref. �21� a comparison between a
arge eddy simulation �LES� with an adiabatic boundary condition
n the bottom of the epoxy layer and measurements was presented
nd the same temperature discrepancies were observed. The pre-
icted temperature agrees well with the measurement on the side-
all of the cube �see the right diagram in Fig. 7�. A maximum
alue is observed in both measurement and in the predicted tem-
erature near the front side on the sidewall where the recirculating
ccurs, and a minimum is observed at the middle of the sidewall
t the reattachment point �see the right diagram in Fig. 7�.

Results From the Parametric Study
The results from the parametric study, where the two mean

elocities of the impinging jet, Uj, the cross-flow, Uc, vary with
he distance, H, between the top and bottom plates, imply a sig-
ificant change in the velocity field, which affects the pressure
rops and the heat transfer rate on each side in different ways.

4.1 Flow Configuration. The cross-flow has several flow-
elated effects on the impinging jet and the separation from the top
f the cube. Figure 8 shows the characteristic horseshoe shape
hen the streamlines from the cross-flow collide with the sepa-

ated flow from the top of the front side, which results in a recir-
ulating vortex flow around the cube. The region behind the rear
ide of the cube consists of two vertical recirculating vortices
perpendicular to the xz-plane� and one powerful horizontal vortex

Fig. 8 Paths from the simulatio
perpendicular to the xy-plane� near the top of the cube. These

21401-6 / Vol. 130, DECEMBER 2008
three vortices occur due to the separations from the sharp edges of
the rear side. The vortices result in a spiral-shaped upwash flow
near the rear side �see Fig. 8�.

The separation from the front side results in two small vertical
vortices near each sidewall and the separated flow from the top
creates an upwash flow near the sidewalls. The upwash flow is
most significant near the reattachment points on the sidewalls,
where the x-momentum is low and the separation from the top is
most powerful. The cross-flow in the lower part of the channel
curls around the front face of the cube. The position of the stag-
nation point at the front side is located at approximately y

0.77h �see Fig. 8�. The flow configuration for the case with a
height, H, of 22.5 mm and the same velocities is almost identical
with the description above and is therefore not shown.

Figure 9 shows the paths from different locations to illustrate
the flow configuration for the case with a height of 18.75 mm and
where the velocities of the impinging jet and the cross-flow are 6
m/s and 1 m/s, respectively.

Figure 10 shows the paths from different locations to illustrate
the flow configuration for the case with a height of 18.75 mm and
where the velocities of the impinging jet and the cross-flow are 6
m/s and 2.3 m/s, respectively.

A comparison between Figs. 9 and 10 shows a significant
change in the flow configuration when the mean velocity of the
cross-flow increases from 1 m/s to 2.3 m/s. The case with a cross-
flow velocity of 1 m/s results in a single horseshoe-shaped vortex
flow around the cube when the cross-flow collides with the sepa-
rations from the front side of the top of the cube, and a ring-
shaped vortex structure is observed around the impinging jet �see
Fig. 9�. Two smaller horseshoe-shaped vortices are observed for
the case with a cross-flow velocity of 2.3 m/s and the ring-shaped
vortex is not observed for this case �see Fig. 10�. The separations
from the side parts of the top of the cube are forced over the
horseshoe vertex and connect to the outer part of the horseshoe
vortex for the case with a cross-flow velocity of 1 m/s �see Fig. 9�.
These separations pass through the cross-flow in curved lines and
are not connected to the horseshoe vortices for the case with a
cross-flow velocity of 2.3 m/s �see Fig. 10�.

Two different types of flows are observed near the front side of
the cube, where a larger amount of the cross-flow is forced up
over the front side of the cube in the case with a cross-flow ve-
locity of 1 m/s. The case with a cross-flow velocity of 2.3 m/s
results in a clearer stagnation region at the front side of the cube
and the path-lines in the xz-plane are more parallel with the side-
walls of the cube than for the case with a cross-flow velocity of 1
m/s �see Figs. 9 and 10�. The separations from the edges between
the front and the sidewalls of the cube are much stronger in the
case with a cross-flow velocity of 2.3 m/s, which results in larger
recirculation regions near the sidewalls. The weaker separations

ith Uj /Uc=10/2.3 and H=30 mm
and the lower momentum in the x-direction in the case with a
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ross-flow velocity of 1 m/s result in a stronger upwash flow near
he sidewalls and a larger amount of the cross-flow is forced
gainst the cube �see Figs. 9 and 10�. The horseshoe vortex seems
lso to contribute to the stronger upwash flow at the sidewalls for
he case with a cross-flow velocity of 1 m/s �see Fig. 9�.

4.2 Heat Transfer Rate. The diagrams in Fig. 11 show the
verage heat transfer coefficient on the sides, the average value,
nd a correlation for the average value as a function of the Rey-
olds number of the impinging jet, Rej. The rows represent dif-
erent distances, H, between the top and bottom plates; the col-
mns represent different velocities of the cross-flow, Uc. The
alues of the heat transfer coefficients from Fig. 11 are also avail-
ble in Tables 4–6 in the Appendix.

There are several mechanisms involved in the heat transfer rate
n each side of the cube. The results show that the highest values
f heat transfer coefficient occur on the top and the lowest values

Fig. 9 Paths from the case w
Fig. 10 Paths from the case with

ournal of Heat Transfer
occur on the rear side of the cube in all cases. The heat transfer
rate on the top of the cube is dominated by the stagnation region
from the impinging jet. The variations of the average heat transfer
coefficients on the top of the cube are in the range
83.8–241.9 W /m2 K, which corresponds to heat fluxes in the
range 2315–4124 W /m2. The cross-flow has minor influence es-
pecially for higher Re numbers of the impinging jet and for lower
distances between the top and bottom plates. The heat transfer
coefficients on the top of the cube are approximately identical for
different velocities of the cross-flow for each geometrical case
when the Re numbers of the impinging jet are over 6000 �see Fig.
11 and Tables 4–6 in the Appendix�. A significantly decreasing
trend of the heat transfer coefficient on the top of the cube is
observed when the cross-flow velocity increases for the cases with
lower Re number of the impinging jet and with higher distances
between the top and bottom plates �see the third row in Fig. 11

Uj /Uc=6/1 and H=18.75 mm
ith
Uj /Uc=6/2.3 and H=18.75 mm

DECEMBER 2008, Vol. 130 / 121401-7
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nd Table 6 in the Appendix�. The stagnation point is moved
ownstream against the rear part of the top of the cube and an
ssential part of the impinging jet is missing the target under these
ircumstances.

There are two main flow mechanisms involved in the heat
ransfer coefficient on the front side of the cube: the effect of the
ross-flow and the effect of the separation from the front part of
he top of the cube. The cross-flow results in a stagnation region at
he front side similar to that at the top of the cube when the
ross-flow is strong, compared with the separation from the front
art of the top of the cube. Increased velocity of the impinging jet
esults in stronger separation from the top of the cube, which in
he first step results in a faster decrease in the cross-flow velocity;
he stagnation effect decreases with decreased heat transfer rate as

consequence. A continuous increase in the velocity of the im-
inging jet will result in a successive transition from a stagnation
ow to an upwash flow, where the position of the stagnation re-
ion dislocates against the bottom plate and where the strong
eparation from the top of the cube forces the flow over the front
ide of the cube. The separation from the top will have the main
ffect on the heat transfer rate on the front side after this transi-
ion. A further increase in the velocity of the impinging jet will

Fig. 11 Average heat transfer coefficient on the sides and t
front; �, rear; �, sides; and �, correlation.
Fig. 12 Flow pattern for different ratios of the Re

21401-8 / Vol. 130, DECEMBER 2008
increase the upwash flow and the heat transfer rate on the front
side as a consequence. These effects seem to be controlled by the
ratio of the Reynolds numbers of the impinging jet and the cross-
flow, Rej /Rec, for all three channel heights. See Fig. 12 for an
illustration of these effects.

This effect can be observed in the case with H=30 mm and
Uc=2.8 m /s, where the heat transfer coefficient decreases when
the velocity of the impinging jet increases from 4 m/s to 8 m/s and
increases when the velocity of the impinging jet increases from
m/s 8 to 12 m/s �see Fig. 11 and Table 6 in the Appendix�. A
minimum in the heat transfer rate on the front side is also ob-
served for the cases with H=30 mm and Uc=2.3 m /s and for the
cases with H=22.5 mm and Uc=2.8 m /s.

The heat transfer coefficient on the sidewalls increases when
the cross-flow velocity increases in all cases except for those with
a distance of 18.75 mm, where the heat transfer rate decreases
when the cross-flow velocity increases from 1 m/s to 2.8 m/s with
a minimum at 2.3 m/s �see Fig. 11 and Tables 4–6 in the Appen-
dix�. Possible explanations for the unexpected decrease are that a
larger amount of the cross-flow is forced against the cube and a
higher upwash flow is observed for these cases, as discussed

average value of all sides of the cube. �, average; +, top; Ã,
he
ynolds numbers, Rej /Rec, for all three heights
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bove. The general influence of the impinging jet on the heat
ransfer coefficient on the sidewalls is that the heat transfer rate
ncreases when the velocity of the impinging jet increases. Three
xceptions can be observed where a decrease is observed between
j =4–6 when H=22.5 mm and Uc=2.8 m /s, between Uj
6–7 when H=30 mm and Uc=2.3 m /s, and between Uj
7–8 when H=30 mm and Uc=2.8 m /s �see Fig. 11 and Tables
and 6 in the Appendix�.
A similarity with the sidewalls is observed for the rear side of

he cube, where a decrease in the heat transfer rate is observed for
he cases with a distance of 18.75 mm when the cross-flow veloc-
ty increases from 1 m/s to 2.3 m/s �or from 1 m/s to 2.8 m/s� and
here an increase is observed for the other cases when the cross-
ow velocity increases �see Fig. 11 and Table 4 in the Appendix�.
ossible explanations for the unexpected decrease when the cross-
ow increases from 1 m/s to 2.3 m/s for the cases with a distance
f 18.75 mm are that a larger amount of the cross-flow is forced
gainst the cube due to lower x-momentum, weaker separations
rom the edges between the front and the sidewalls, and the larger
ontribution from the horseshoe vortex, which results in a larger
mount of the cross-flow being forced back into the wake region
ehind the rear side of the cube with a higher heat transfer as a
onsequence. The influence of the impinging jet on the heat trans-
er rate is that increased velocity results consistently in increased
eat transfer rate.

The decreasing heat transfer rate on the sidewalls and on the
ear side of the cube when the cross-flow velocity increases from
m/s to 2.3 m/s for the cases with a distance of 18.75 mm results

n a decreasing average heat transfer coefficient over the whole
ube; an increase is observed for the other cases when the cross-
ow velocity increases �see Fig. 11 and Table 4 in the Appendix�.
eat transfer also increases for all cases when the velocity of the

mpinging jet increases.
The values on the top and the average value of all sides increase

ignificantly when the distance, H, decreases. An increasing trend
s also observed on the sidewalls and on the rear side of the cube
or the most part of the cases when the distance decreases.

There is a demand in the industry for quick-calculation methods
uch as correlations that can be used not only for quick estimation
n an early phase of the design but also for optimization and
trategic decisions. The significant connections between the dis-
ance, H, and the Reynolds numbers of the impinging jet, Rej, and
etween the cross-flow, Rec, and the average heat transfer coeffi-
ient make it possible to develop a correlation for the average heat
ransfer coefficient, hcorr. The correlation for the average heat
ransfer coefficient, hcorr=q� / �Ts−Tin�, in Fig. 11 is based on the
imensionless distance, H /D, and the Reynolds numbers of the
ross-flow, Rec, and of the impinging jet, Rej, and are given by

hcorr = C1 Rec
�C5�H/D�C6+C2� Rej

C3�H

D
�C4

�10�

here C1=55.6398, C2=4.5705, C3=0.3529, C4=−5.5056, C5=
4.8792, and C6=−0.1372.
Figure 13 shows the evaluation of the correlations for the aver-

ge heat transfer coefficient, hcorr, of all sides of the cube. All
alues from the correlation except 2 are within the region �10%
f the values from the simulations; the R2-value is 0.952.

4.3 Pressure Loss Coefficients. Figure 14 shows the pressure
oss coefficient for the cross-flow, i.e., the static pressure drop
rom the inlet, pc, of the cross-flow to the outlet normalized by
he dynamic pressure based on the mean velocity of the incoming
ross-flow, �Uc

2 /2.
All cases except for those with a mean cross-flow velocity of 1
/s and a distance of 18.75 mm are well scaled by the ratios of

he Reynolds numbers of the impinging jet, Rej, and the cross-

ow, Rec, where the values from different cases with the same

ournal of Heat Transfer
ratio between the Re numbers are located at approximately the
same line �see Fig. 14�. The decreasing slope in the region
Rej /Rec
1.2–1.7 occurs in the transition region, where an in-
crease in the velocity of the impinging jet results in moving the
recirculation vortex downstream so that the separations from the
top of the cube dominate over the separations from the front side
�see illustration in Fig. 12�. It can also be interesting to note that it
is approximately in this region where the minimum value for the
heat transfer coefficient on the front side occurs �see Fig. 11�. A
positive slope is observed in the other regions, which means that
the increased velocity of the impinging jet has a negative influ-
ence on the cross-flow in the form of an increased pressure drop
for the cross-flow as a consequence. The pressure loss coefficient,
Cc, is significantly lower for the cases with a cross-flow velocity
of 1 m/s and a distance, H, of 18.75 mm �see Fig. 14� than for the
other cases. A possible explanation for this behavior is that the
separation from the top of the cube forces more against the top
plate for these cases, which results in a faster decrease in the
velocity of the separation from the front side of the top of the cube
due to the near-wall effects, with decreasing pressure drop of the

Fig. 13 Evaluation of the correlations for the average heat
transfer coefficient, hcorr, of all sides of the cube
Fig. 14 Pressure loss coefficient, Cc, of the cross-flow
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ross-flow as a consequence.
The correlation for the pressure loss coefficient, Cc, of the

ross-flow has been developed for all cases except the cases with
height of 18.75 mm and a cross-flow velocity of 1 m/s, which

iffer significantly from the other cases with the same ratio of the
eynolds numbers, Rej /Rec. The correlation is given by

Cc = �
i=1

N

Ci�Rej

Rec
�N−i

�11�

here N=6, C1=0.0053, C2=−0.0816, C3=0.4142, C4=−0.6007,
5=1.0538, and C6=1.1956.
Figure 15 shows the evaluation of the correlations for the pres-

ure loss coefficient, Cc, of the cross-flow. The higher values are
etter correlated than in the region around 2; the R2-value is
.991. A reason for the higher variation of the values around 2 is
hat several nonidentical values from different cases are located in

ig. 15 Evaluation of the correlations for the pressure loss
oefficient, Cc, of the cross-flow
Fig. 16 Pressure loss coefficient, Cj, of the impinging jet
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this region, i.e., around this ratio of the Reynolds numbers,
Rej /Rec �see Fig. 14�.

Figure 16 shows the pressure loss coefficient for the impinging
jet, i.e., the static pressure drop from the inlet of the impinging jet,
pj, to the outlet normalized by the dynamic pressure based on
the mean velocity of the impinging jet, �Uj

2 /2.
All cases are well scaled by the ratios of the Reynolds numbers

of the impinging jet, Rej, and the cross-flow, Rec, where the val-
ues from different cases with the same ratio between the Re num-
bers are located at approximately the same line for each distance,
H �see Fig. 16�. The values of the pressure loss coefficient, Cj,
increase with decreasing distance, H, and a local minimum is
observed for all distances at Rej /Rec
1.4–1.8, an almost con-
stant value when 3�Rej /Rec and a negative slope when
Rej /Rec�1.4. It can be noted that the minimum values are ob-
served at approximately the same Rej /Rec ratio where the mini-
mum values of the slopes for the pressure loss coefficient, Cc, of
the cross-flow are observed �see Fig. 14�.

A possible explanation for the negative slope when Rej /Rec
�1.4 is that the horseshoe vortex is located above the top of the
cube, which forces the separations from the upper part of the front
side of the cube and the attached part of the impinging jet more
against the exit of the nozzle when the ratio Rej /Rec is of lower
magnitude �see Fig. 12�. These blockage effects have negative
influence on the impinging jet, which requires higher pressure at
the outlet of the nozzle to force the impinging jet with the actual
velocity. The horseshoe vortex and the stagnation point at the top
of the cube move upstream when Rej /Rec increases. The disloca-
tion of the horseshoe vortex decreases the blockage effects, which
decreases the required pressure at the exit of the nozzle at the
same time when the pressure increases considerably in the stag-
nation region at the top of the cube when the stagnation point
approaches the center of the cube. This high pressure region at the
top of the cube acts as a resistance for the impinging jet, and the
required pressure at the exit of the impinging jet increases when
the stagnation effects increase. These two effects can explain the
minimum value of the pressure loss coefficient, Cj, of the imping-
ing jet at Rej /Rec
1.4–1.8 when these two effects are involved.
The stagnation effects have most influence on the required pres-
sure at the exit of the nozzle when the ratio Rej /Rec is higher than
in the minimum value and the effects of the horseshoe vortex have
a minor influence. The effects of the horseshoe vortex are negli-
gible when 3�Rej /Rec, which results in a pure stagnation region
and an almost constant value of the pressure loss coefficient, Cj,
of the impinging jet. A range of negative values is observed when
the distance, H, is 30 mm �see Fig. 16�. These negative values
occur due to the fact that the dynamic part of the total pressure is
much lower at the outlet than at the inlet of the impinging jet and
the exit of the nozzle is located above the high pressure region
from the stagnation region.

The correlation for the pressure loss coefficient, Cj, of the im-
pinging jet has been developed for all cases in the study where the
pressure loss coefficient depends on the ratio of the Reynolds
numbers Rej /Rec and the dimensionless distance H /D. The cor-
relation is given by

Cj = �1 − 
�f + 
C12�H

D
��C13�H/D�+C14�

�12�

where 
 and f are given by


 =
1

+
1

tanh��Rej

Rec
� + C1 �13�
2 2 C2
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f = �C3�H

D
�2

+ C4�H

D
� + C5	�Rej

Rec
�2

+ �C6�H

D
�2

+ C7�H

D
� + C8	�Rej

Rec
�

+ �C9�H

D
�2

+ C10�H

D
� + C11	 �14�

here C1=−1.4748, C2=0.7161, C3=−2.6730, C4=10.8303, C5
−10.4920, C6=7.9354, C7=−32.4131, C8=31.3714, C9=
3.3016, C10=12.5887, C11=−10.7157, C12=5.4567, C13=
5.9109, and C14=5.3130.
Figure 17 shows the evaluation of the correlations for pressure

oss coefficient, Cj, of the impinging jet. The higher values are
etter correlated than in the region around Rej /Rec�0.2 where
everal nonidentical values from different cases are located �see
ig. 16�; the R2-value is 0.999.

Conclusion and Discussion
The performance of a cooling technique with use of an imping-

ng jet in a cross-flow on a heated wall-mounted cube was inves-
igated numerically with use of a RSM that has been verified for
oth the velocity and the surface temperature. This case results in
very complex flow structure with several flow-related phenom-

na, such as stagnation points, separations, recirculating, and cur-
ature effects, which have influence on the heat transfer rate. The
nvestigation has pointed out the influence of the velocities of the
mpinging jet, Uj, and the cross-flow, Uc, and the distance, H,
etween the top and bottom plates on the heat transfer rate on the
ube and on the pressure drops. The ratio between the Reynolds
umbers of the impinging jet and the cross-flow, Rej /Rec, was
hown to be an important parameter for the estimation of the
ressure loss coefficients and a correlation for the pressure loss
oefficient for the cross-flow, Cc, was developed with this ratio as
he only input. The distance, H, was shown to have an important
nfluence on the pressure loss coefficient of the impinging jet, Cj,
nd on the heat transfer rate of the cube. The dimensionless dis-
ance H /D was used as an input parameter together with the ratio
f the Reynolds numbers, Rej /Rec, in the correlation for the pres-
ure loss coefficient of the impinging jet, Cj. The dimensionless

ig. 17 Evaluation of the correlations for the pressure loss
oefficient, Cj, of the impinging jet
istance H /D was also used in the correlation for the average heat

ournal of Heat Transfer
transfer coefficient on the cube, hcorr, together with the Reynolds
numbers of the impinging jet, Rej, and the cross-flow, Rec. It can
be noted that the average heat transfer coefficient on the cube
increases considerably to a cost of higher pressure loss coeffi-
cients when the distance between the top and bottom plates de-
creases. The average heat transfer coefficient also increases when
the velocity of the impinging jet, Uj, increases to a cost of a
higher pressure loss coefficient of the cross-flow, Cc, and a higher
pressure drop between the nozzle of the impinging jet and the
outlet. This occurs despite the fact that the pressure loss coeffi-
cient of the impinging jet, Cj, decreases in some ranges when the
velocity of the impinging jet, Uj, increases. The effect of decreas-
ing the distance and increasing the velocity of the impinging jet,
Uj, is most significant at the top of the cube, but these modifica-
tions have significant effects on the other four walls. The results
of increasing the cross-flow velocity, Uc, are very complex and it
is more difficult to predict the effects of the cross-flow on the heat
transfer than it is for the other parameters. For example, the cross-
flow can force the stagnation point from the impinging jet down-
stream to the rear part of the top of the cube when Rej /Rec is low
and an essential part of the impinging jet is missing the target,
leading to a decreased heat transfer rate. Increased cross-flow ve-
locity, Uc, results in an increased pressure drop over the channel
despite the decrease in the pressure loss coefficient of the cross-
flow, Cc.

This parametric study is in the early stage and the study should
be extended to cover a wider range of the existing parameters and
complemented with the influence of other parameters such as the
size of the cube, position, size, angle, and geometry of the nozzle
before the correlations for the heat transfer rate and the pressure
drops are completed.
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Nomenclature
C � pressure loss coefficient
cp � specific heat �J /kg K�
D � nozzle diameter �m�
d � diameter at the radial distance �m�
H � channel height �m�
h � cube size �m� and heat transfer coefficient

�W /m2 K�
I � turbulence intensity �%�
k � turbulent kinetic energy �m2 /s2�
p � mean pressure �Pa�

p� � fluctuating pressure �Pa�
Pr=� /� � Prandtl number

q� � heat flux �W /m2�
Rej =UD /� � Reynolds number based on the nozzle diameter

and the jet velocity
Rec=UH /� � Reynolds number based on the channel height

and mean velocity in the channel
T � temperature �°C�

T� � fluctuating temperature �°C�
Ts � surface temperature �°C�

Tin � inlet air temperature �°C�
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U � mean velocity �m/s�
u� � fluctuating velocity �m/s�

x ,y ,z � coordinate �m�

reek Symbols
� � thermal diffusivity �m2 /s�

�ij � Kronecker delta
�c � thickness of the epoxy layer �m�
� � dissipation of the turbulent kinetic energy

�m2 /s3�

 � thermal conductivity �W /m K�
� � dynamic viscosity �kg /m s�
� � kinematic viscosity �m2 /s�

Table 4 Reynolds s

Uc /Uj hfront htop hrear

1/4 72.2 130.1 51.3
1/6 73.6 162.7 58.1
1/7 74.7 177.2 61.2
1/8 76.6 191.3 63.8
1/9 78.3 207.1 65.8
1/10 80.5 220.2 68.2

2.3/4 68.3 129.8 41.7
2.3/6 73.8 163.2 50.2
2.3/7 75.5 178.1 52.7
2.3/8 77.1 191.7 55.8
2.3/9 78.5 204.9 58.4
2.3/10 79.7 217.7 60.4

2.8/4 72.2 128.6 45.7
2.8/6 79.1 165.1 49.2
2.8/7 80.6 180.1 54.0
2.8/8 80.0 191.5 55.8
2.8/9 83.5 207.6 59.9
2.8/10 84.5 217.8 61.9
2.8/12 86.6 241.9 64.7

Table 5 Reynolds

Uc /Uj hfront htop hrear

1/4 51.1 104.9 32.4
1/6 57.3 130.8 38.8
1/7 59.7 142.3 41.8
1/8 61.7 153.1 44.6
1/9 63.7 163.6 46.6
1/10 64.7 164.5 51.2

1/12 67.7 193.2 56.8
2.3/4 69.0 107.3 36.2
2.3/6 69.5 131.0 47.5
2.3/7 71.3 142.0 50.1
2.3/8 72.8 152.6 51.3
2.3/9 74.4 163.0 53.4
2.3/10 76.0 173.1 55.5

2.3/12 79.4 192.5 59.2
2.8/4 77.8 106.4 37.2
2.8/6 74.4 132.2 47.4
2.8/7 76.0 142.6 52.6
2.8/8 77.6 152.9 55.2
2.8/9 79.0 163.0 56.1
2.8/10 80.6 174.7 56.9
2.8/12 83.3 192.5 60.9
21401-12 / Vol. 130, DECEMBER 2008
� � density �kg /m3�
� � turbulence frequency �1/s�

Subscripts
c � cross-flow
j � jet
t � turbulent

Appendix

Tables 4–6 are shown in this Appendix.

ss model, H=18.75

hsides haverage pc pj

55.8 73.0 −0.09 −8.89
62.0 83.7 −0.47 −20.44
66.2 89.1 −0.1 −28.03
71.6 95.0 −1.05 −37.01
74.9 100.2 −4.34 −47.41
79.6 105.6 −3.86 −57.83

52.7 69.0 −7.68 −9.20
55.1 79.5 −9.28 −19.89
57.3 84.2 −10.30 −27.31
61.0 89.3 −11.49 −36.18
63.5 93.7 −12.63 −46.19
66.2 98.0 −14.39 −58.20

59.6 73.5 −10.6 −9.49
57.5 81.7 −12.17 −19.89
59.2 86.6 −13.21 −26.31
62.4 90.4 −14.7 −34.53
63.6 95.7 −15.64 −44.38
67.6 99.9 −19.64 −56.17
72.7 107.7 −22.26 −84.07

ess model, H=22.5

hsides haverage pc pj

38.9 53.3 −2.20 −1.33
45.0 63.4 −3.34 −3.26
48.0 67.9 −3.93 −4.40
50.6 72.1 −4.58 −5.75
52.8 75.9 −5.21 −7.28
54.7 78.0 −5.94 −9.13

59.8 87.4 −7.64 −13.73
60.1 66.6 −7.12 −2.29
61.4 74.2 −7.59 −1.23
63.7 78.1 −8.31 −2.06
65.3 81.5 −9.40 −3.73
66.9 84.9 −10.55 −5.64
68.7 88.4 −11.75 −7.70

72.3 95.1 −14.32 −11.97
69.9 72.2 −9.79 −3.4
65.6 77.0 −10.83 −2.47
69.4 82.0 −11.01 −1.92
71.5 85.7 −11.65 −2.22
72.7 88.69 −12.64 −3.57
73.0 91.7 −13.89 −5.99
76.9 98.1 −16.89 −11.04
tre
str
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ress model, H=30

hsides haverage pc pj

37.5 49.6 −1.43 0.96
42.5 58.1 −2.13 0.91
44.0 61.7 −2.59 0.58
45.2 64.9 −3.09 0.34
46.3 68.0 −3.65 0.17
48.3 71.3 −4.23 0.04

53.2 60.0 −5.03 0.35
62.9 71.1 −6.49 1.19
59.3 73.2 −6.66 2.69
64.0 77.7 −6.79 4.28
66.3 80.9 −7.07 5.82
67.0 83.2 −7.60 7.57

69.0 88.1 −9.05 9.37
55.8 63.4 −6.39 −0.72
68.4 73.9 −8.72 0.35
73.0 79.6 −9.51 1.44
67.9 81.0 −9.72 3.36
69.2 84.1 −9.91 5.29
73.6 88.1 −9.88 7.65
75.4 92.8 −11.04 11.47
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Evaporative Thermal
Performance of Vapor Chambers
Under Nonuniform Heating
Conditions
This paper reports the test results of vapor chambers using copper post heaters and
silicon die heaters. Experiments were conducted to understand the effects of nonuniform
heating conditions (hot spots) on the evaporative thermal performance of vapor cham-
bers. In contrast to the copper post heater, which provides ideal heating, a silicon chip
package was developed to replicate more realistic heat source boundary conditions of
microprocessors. The vapor chambers were tested for hot spot heat fluxes as high as
746 W /cm2. The experimental results show that evaporator thermal resistance is not
sensitive to nonuniform heat conditions, i.e., it is the same as in the uniform heating case.
In addition, a model was developed to predict the effective thickness of a sintered-wick
layer saturated with water at the evaporator. The model assumes that the pore sizes in the
sintered particle wick layer are distributed nonuniformly. With an increase of heat flux,
liquid in the larger size pores are dried out first, followed by drying of smaller size pores.
Statistical analysis of the pore size distribution is used to calculate the fraction of the
pores that remain saturated with liquid at a given heat flux condition. The model suc-
cessfully predicts the experimental results of evaporative thermal resistance of vapor
chambers for both uniform and nonuniform heat fluxes. �DOI: 10.1115/1.2976786�

Keywords: heat pipe, vapor chamber, nonuniform heating, evaporative thermal
performance, silicon die heater
Introduction
As integrated circuit �IC� technology evolves for microproces-

ors, components inside IC devices draw more power, thus gen-
rating more heat �1�. Furthermore, the heat generation is nonuni-
orm with areas of high local heat fluxes at a few locations on the
hip �die� �1,2�, which are known as “hot spots.” Trends �1� show
n increase in thermal design power and an increase in both the
verage power density and the local power density. Over the past
ears, the increasing demands for more efficient heat removal
rom microprocessors have forced thermal engineers to take a
loser look at every component of the thermal budget in order to
emain in the air cooling mode. Use of heat pipes �or vapor cham-
ers� is considered as one of the most promising technology op-
ions. The idea is to spread the heat over a much larger surface
rea to reduce the heat flux to a manageable level, an ability that
an be attributed to the high effective thermal conductivity of a
eat pipe �3–5�.

In electronics cooling applications, heat is incident on a portion
f the heat pipe surface �evaporator� where a silicon die is at-
ached. For characterizing the thermal performance of a heat pipe,
arious heating methods at the evaporator have been used in the
ast. A close look at the literature reveals that previous experi-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 10, 2007; final manuscript re-
eived June 3, 2008; published online September 23, 2008. Review conducted by
ouis C. Burmeister. Paper presented at the 2005 International Electronic Packaging
echnical Conference and Exhibition �IPACK2005�, San Francisco, CA, July 15–22,

005.

ournal of Heat Transfer Copyright © 20
ments were conducted with a uniform heat source using a foil
heater or a copper post heater �3–7�. Recently, DiStefano et al. �8�
compared the copper post heater and silicon die heater methods,
which impose uniform temperature and uniform heat flux bound-
ary conditions, respectively; however, in their studies, heat was
uniformly distributed across each heater area. Note that heat pipe/
vapor chamber are interchangeably used in this paper.

In applications, a heat pipe is exposed to a concentrated non-
uniform power source due to the presence of multiple hot spots on
a silicon die �1,2�, which is quite different from the uniform heat
sources used by most of the previous researchers. The literature on
the performance of heat pipes is comprehensive �3–5�; however,
there is a lack of literature on the performance of heat pipes under
hot spot �nonuniform� heating conditions. Therefore, a systematic
study of the performance of heat pipes under hot spot heating
conditions is desirable to answer the questions.

�1� Typically the burnout heat flux for commonly used com-
mercial sintered-wick vapor chambers with water as the
working fluid is known to be around 100 W /cm2, whereas
the local heat flux on the silicon die can be much higher
than 300 W /cm2 �1�. Therefore, the key question is
whether or not the heat pipes can withstand very high heat
fluxes from the hot spots without degradation in perfor-
mance.

�2� The thermal resistance of a solid-based heat spreader such
as copper increases due to the presence of hot spots �1,2�
over that for a uniform heating condition. However, based

on the existing literature, it is not known whether or not the
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thermal resistance of a heat-pipe-based heat spreader in-
creases under hot spot heating conditions over that for a
uniform heating condition.

�3� The thermal resistance of a heat pipe/vapor chamber also
depends on the heat flux �9�. Particularly, the evaporator
resistance decreases with increasing heat flux. However, it
is not known if the evaporator resistance decreases with
increasing heat flux in nonuniform heating conditions.

�4� Finally, there is a need to develop modeling schemes to
perform design sensitivity studies on the performance of
heat pipe/vapor chamber under nonuniform heating
conditions.

The motivation behind the current work is to investigate the
ffects of nonuniform power sources on the thermal resistance of
he evaporator of a vapor chamber and address some of the issues
ighlighted above. The focus is primarily on the thermal resis-
ance of an evaporator, because nonuniformity of heat flux on the
hip mainly affects the thermal resistance of the evaporator, which
s in close proximity to the chip.

In the current investigation, we report the evaporative thermal
erformance of vapor chambers using copper post heaters and
ilicon die heaters, which were tested at various heat fluxes
power inputs�. In contrast to the copper post heaters, which pro-
ide an ideal heating condition, the silicon chip packages replicate
ore realistic nonuniform heat source boundary conditions on the

ies of microprocessor packages. The motivation to use the cop-
er post heaters is discussed below. The silicon chip contains three
etallic heaters: a 10�12 mm2 heater in order to provide uni-

orm heating, a 10�3 mm2 heater in order to simulate a localized
eating, and a 400�400 �m2 heater in order to simulate the hot
pots on actual microprocessors. In the experiment, the highest
eat flux from the hot spot heaters was approximately
46 W /cm2.

In order to predict the evaporative thermal performance of a
apor chamber as a function of heat flux, a model was developed
o predict the effective wick thickness of a sintered-wick structure
ased on the statistical distribution of its particles. Experiments
ased on copper post heaters are ideal experiments to validate
odels, as they provide perfectly one-dimensional heat conduc-

ion through the copper posts. The model of effective wick thick-
ess is first validated with the data obtained from the copper post
eaters. Finally, this model is used to predict the thermal perfor-
ance of a vapor chamber under nonuniform heating conditions.
he predictions from the model are compared with the data ob-

ained under nonuniform heating on the silicon die heaters.

Experimental Apparatus and Procedure
Experiments were conducted using vapor chambers with water

s the working fluid. The schematic of the vapor chamber is
hown in Fig. 1. As shown, the vapor chambers used in the study
ave a sandwich structure of lower copper wall, wick layer, vapor
pace, and upper copper wall. The sintered copper wick is at the
ottom inside wall of the chamber container. Based on the micro-
copic images �not shown� of sintered particles for the vapor
hambers, the porosity and the average radius of particles in the

Fig. 1 Schemati
vaporator are approximately 53% and 32 �m, respectively. Also,

21501-2 / Vol. 130, DECEMBER 2008
for the present vapor chambers, approximately 100% of pore vol-
ume in the wick is charged with water. Overall the dimensions of
the vapor chamber were 130 mm long, 20 mm wide, and 3.3 mm
thick, and the details of the internal dimensions are shown in Fig.
1. The heat source �evaporator section� is at the bottom wall near
the left end of the vapor chamber. A highly conductive thermal
grease �k�3.5 W /m K� was applied at the interfaces of the heat
sources and the vapor chambers. The lengths of the condenser
sections that were covered with copper stacked fins on both sides
of vapor chamber at the right end were approximately 60 mm,
where the fins on both sides were cooled by air ducted to a blower
�not shown�.

Figure 2 shows the two different sets of test heaters that are
used for testing vapor chambers: a copper post heater and a silicon
die heater. The copper post heater setup is shown in Fig. 2�a�. An
electric heater was attached at the bottom of the copper post, and
the three thermocouples �TCs� were evenly spaced along the cop-
per post in order to establish the power delivered from the heater
to the vapor chamber. In the current study, two different sizes �5
�5 mm2 and 10�10 mm2� of copper post heaters were used for
evaluating the effect of heater size on vapor chamber perfor-
mance. The silicon die heater setup is shown in Fig. 2�b�, where a
silicon die with electric heaters was used as the heating source. A
schematic of the electronic package with a silicon die heater is
shown in Fig. 3�a�. As shown in Fig. 3, the micropin grid array
��PGA� package includes a silicon die ��750 um thick� with
metallic heaters fabricated at the bottom. The whole package was
mounted on a test board through a socket. Figure 3�b� shows the
dimensions and locations of the main heater �10�12 mm2�, the
strip heater �10�3 mm2�, and the hot spot heater �400
�400 �m2� in the silicon die, all of which were centered on the
die. These heaters were designed to replicate the source boundary
conditions on the dies of microprocessor packages. Specifically,
the two heater sizes �10�3 mm2 and 10�12 mm2� were se-
lected to closely match the test conditions of copper post heater
sizes �5�5 mm2 and 10�10 mm2�, where the ratio of heater
sizes is equal to 4. Another reason to have a strip heater of this
size was to mimic the actual microprocessor conditions. In a real
microprocessor, most of the heat dissipated from the core rather
than from the cache area �2�. Depending on the microprocessor
architecture, the core area can be much smaller than the whole
area of the die. Therefore, the strip heat mimics the core area on a
chip. Similarly, the hot spot heater mimics the localized hot spots
in actual microprocessors. Hot spot heat fluxes in excess of
300 W /cm2 are expected for future microprocessors �1�. In the
present study, the heat flux on the hot spot was varied from
256 W /cm2 to 746 W /cm2.

Details of the fabrication processes of the heaters can be found
in the paper by Prasher et al. �10�. The test board facilitated proper
connections to the heaters on the die. In this setup, direct current
was supplied to the heating element by a dc power supply, and the
power was estimated from the voltage drop across the test heater.

As shown in Figs. 2�a� and 2�b�, two thermocouples �T/C2 and
T/C3� were attached on the top wall of each vapor chamber with
a thermally conductive epoxy. T/C2 was located 5 mm away from

f vapor chamber
c o
the center of the evaporator section �heat source area� toward the
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Fig. 2 Schematics of two heater test setups: „a… copper post heater setup

and „b… silicon die heater setup
Fig. 3 Schematic of package based heaters: „a… schematic of package with

silicon die heaters and „b… locations of heaters at the back side of silicon die
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ondenser section, and T/C3 was located just before the first fin in
he condenser section. Also, the vapor chamber had a thermo-
ouple hole �0.4 mm diameter and 5 mm depth� in the copper wall
1 mm thickness� on the heater side. The hole was drilled into the
enter of the evaporator from one edge. The gap between the hole
nd the bottom surface of the vapor chamber was approximately
.05 mm. A metal-sheathed thermocouple �0.25 mm diameter�
as inserted in the hole with a conductive thermal grease �k
3.5 W /m K� to provide temperature measurement �T/C1� at the

ottom surface of the vapor chamber. For a given test condition,
he three temperature readings �T/C1, T/C2, and T/C3� at steady
tate are used to calculate the evaporator resistance and the adia-
atic resistance, which are defined, respectively, as

�evap =
T1 − T2

q
�1�

�adia =
T2 − T3

q
�2�

here T1, T2, and T3 are the temperature readings of T/C1, T/C2,
nd T/C3, respectively, and q is the power delivered from heater
o vapor chamber, as shown in Fig. 2. For the test setups in Figs.
�a� and 2�b�, the vapor chamber was insulated between the
vaporator and the condenser with multiple layers of foam to
void heat loss through the top and the bottom sides of the vapor
hamber.

During the experiment, the condenser temperature �T/C3� was
aintained at a desired point �45°C� by adjusting the fan flow

ate to the fins at the condenser section. This emulated the typical
peration conditions of vapor chambers in electronic thermal
anagement applications. Differences between the T/C2 and T/C3

emperatures were small ��adia�0.05°C /W� due to the high ther-
al conductance of the vapor space �9,11�.
The experimental uncertainties in evaporator resistances �evap

ere estimated using Kline and McClintock �12� methodology.
he uncertainty in temperature measurement was estimated con-
idering the measurement resolution of thermocouples, which was
stimated to be �0.4°C at all power input conditions. For the
ilicon die heater setups, the substrate conduction loss through the
otherboard was estimated to be less than 1% based on the pre-

ious analysis of Prasher et al. �10�. The low conduction loss is

Fig. 4 Receding process of liquid i
ue to the low thermal conductivities of the components on the

21501-4 / Vol. 130, DECEMBER 2008
motherboard side �C4 bumps, substrate, socket, solder balls, and
test board�. Based on the uncertainties in the temperatures and the
heat fluxes, the overall uncertainty estimates in the evaporator
resistances were 16% and 10% for heat fluxes between
30 W /cm2 and 70 W /cm2, respectively. The uncertainty values
of the copper post heater setup were estimated to be comparable
to the values given above.

3 Modeling of Effective Wick Thickness
In order to predict the temperature drop occurring in the vapor

chamber, the thermal resistances occurring in the evaporator and
condenser must be determined. When heat is added on the evapo-
rator section, heat is transferred from the heat pipe wall, through
the wick saturated with the working fluid, and to the liquid-vapor-
solid interface, where thin film evaporation occurs. The vapor
flows from the evaporator, through the adiabatic section, and to
the condensing section, where the vapor condenses and releases
the latent heat. The heat is transferred from the condensation film,
through the wick saturated with the condensate, and to the heat
pipe wall, where the heat is removed by forced flow of air. During
this heat transfer process, thermal resistance in the wick plays an
important role in determining the total temperature drop in the
heat pipe, in particular, for a high heat flux application. Prasher �9�
developed a heat conduction model to predict the temperature
drop occurring in the wick. This model, however, cannot predict
the temperature response as the power input is varied. The pri-
mary reason for this is that the model does not consider the heat
flux �power input� effects on the liquid level in the wick.

When the power input in the evaporator is increased, the flow
rate of working fluid in the flow path increases, thereby increasing
the total pressure drop. In order to overcome the pressure drop,
the driving pressure occurring in the wick must increase. The
increase of the capillary pressure is directly related to the menis-
cus radius of the liquid-vapor interface in the sintered wick. The
capillary pressure occurring in the heat pipe can be expressed as

�Pcap = 2�� 1

revap
−

1

rcond
� �3�

where revap and rcond are the meniscus radii at the liquid-vapor
interface in the evaporator and condenser sections, respectively.
For the vapor chamber investigated herein, rcond can be assumed

ick and possible particle structures
to be close to infinity. The capillary pressure in the heat pipe will

Transactions of the ASME



o
e
s
f
s
s
s
g
o
t
a
a

w
t
t
t
p
c
c
c
�

c
T
w
o
fl
r
i
s
w
o

J

nly depend on the meniscus radius of the sintered wick in the
vaporator. Cheng and Ma �13� showed that if the wick consists of
intered particles with a uniform radius, the possible arrangements
ormed in the wick are triangular, rectangular, and hexagonal
tructures, as shown in Fig. 4. Viewed from one particle, there are
everal structures formed around this particle. By listing all pos-
ible arrangements of these structures and considering that each
roup of those structures has the same possibility, the percentage
f each structure can be determined, i.e., the percentages for the
riangular, rectangular, and hexagonal structures are 45%, 28%,
nd 27%, respectively. The minimum meniscus radius is defined
s

rmin =
2Agap

Pgap
�4�

here Agap is the minimum area trapped by particles and Pgap is
he perimeter of the trapped area. The minimum meniscus radii of
he triangular, rectangular, and hexagonal structures are calculated
o be 0.103rp, 0.273rp, and 0.654rp, respectively, where rp is the
article radius. As a reference case, the average minimum menis-
us radius rmin for the sintered particles with a uniform radius is
alculated to be rmin=0.443rp, which agrees well with the one
ited by Ferrell and Alleavitch �14� and most heat pipe textbooks
3–5�, providing confidence in the current estimates.

With an increase of power input, the liquid in large pore sizes
annot be held anymore and recedes to fill smaller pore sizes.
here are two factors determining the thermal resistance of the
ick thickness: one is the expanded liquid-vapor interface and the
ther is the effective thickness of wick saturated with working
uid. Due to a high heat transfer coefficient for thin film evapo-
ation, the thermal resistance at the expanded liquid-vapor-solid
nterfaces is much smaller than the thermal resistance of a wick
aturated with the working fluid, so the thermal resistance R in the
ick can be approximately determined by the effective thickness

Fig. 5 Schematic of wick structure and effective thickness
f a wick saturated with working fluid, i.e.,

ournal of Heat Transfer
R =
�wick,eff

kwick,eff
�5�

where �wick,eff is the effective thickness of a wick saturated with
working fluid, and kwick,eff is the effective thermal conductivity of
a wick.

When the power input to the heat pipe is zero, the liquid level
in the evaporator will not recede into the wick, so the effective
thickness �wick,eff of a wick is equal to the total thickness �wick of
a wick in the evaporator, as illustrated in Fig. 5�a�. As the power
input to the evaporator is increased, the liquid level recedes into
the wick to produce the meniscus radius and the capillary pressure
to overcome the liquid pressure drop occurring in the flow path,
i.e.,

�pcap = �pl + �pv + �pg �6�

The pumping head �pcap due to the capillary pressure can be
determined by Eq. �3�. The pressure drop �pg due to gravity can
be neglected, if the vapor chamber is tested in a horizontal posi-
tion. The liquid pressure drop �pl is the result of the combined
effect of both viscous and inertial forces. If the flow rate in the
wick is very small, the effect of inertial force can be neglected,
and the pressure difference in the liquid phase is caused only by
the frictional forces at the liquid-solid interface and the liquid-
vapor interface due to the vapor flow effect. The total liquid pres-
sure drop can be determined by integrating the pressure gradient
over the length of the flow passage as

�pl�x� = −�
0

x
dpl

dx
dx �7�

where the limits of integration are from the evaporator end �x
=0� to the condenser end �x=L�, and dpl /dx is the gradient of the
liquid pressure resulting from the frictional forces from the solid
wick, wall, and vapor flow at the liquid-vapor interface, which can
be written as �5�

dpl

dx
= � �l

KAw�l
�ṁl �8�

where ṁl is the local mass flow rate in the wick, and K is the
permeability of the sintered particle wick, which can be expressed
as �5�

K =
rs

2	3

37.5�1 − 	�2 �9�

where rs is the average radius of the sintered particles. For uni-
form heat addition and rejection, Eq. �7� can be expressed as

�pl = � �l

KAw�lhfg
�Leffq �10�

where q= ṁlhfg and the effective heat pipe length Leff can be de-
fined as

Leff = 0.5Levap + Ladia + 0.5Lcond �11�
If the heat pipe is charged with an appropriate amount of work-

ing fluid and the wetting point occurs at the cap end of the con-
denser, the vapor pressure drop can be calculated by the approach
recommended by Peterson �5� and Dunn and Reay �3�. Based on
the one-dimensional vapor flow approximation, the vapor pressure
drop can be determined by

�pv = � �fv Rev��v

2rh,v
2 Av�vhfg

�Leffq �12�

where the product of the frictional factor and Reynolds number
fv Rev depends only on the cross-sectional shape, if the flow is
laminar.

As the power input to the evaporator is increased, the meniscus

radius decreases, as determined by Eqs. �3�, �6�, �10�, and �12�. If
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he meniscus radius is between 
 and 0.654rp, the receding of
iquid level will occur in the relatively larger pores, i.e., in the
exagonal structure. When the power input is increased further,
he wick structure with larger pores cannot hold liquid and the
ick structure with larger pores such as hexagonal structures will
ry out, as illustrated in Fig. 5�b�. In this condition, the thermal
esistance in the wick is due to the rectangular and triangular
tructures saturated with liquid because the vapor generated at the
iquid-vapor interface can easily escape from the opened hexago-
al structures, as shown in Fig. 5�b�. The thermal resistance can
e expressed as

R =
�wick,eff,�+�

kwick,eff
�13�

here �wick,eff,�+� is the effective thickness of the wick consisting
f the rectangular and triangular structures saturated with liquid,
hich can be found by the percentages of the wick structures, i.e.,

�wick,eff,�+� = 0.73�wick �14�
As the power input to the evaporator continues to increase, the

iquid level will recede into relatively smaller pores. If the menis-
us radius is smaller than 0.654rp, which corresponds to the situ-
tion shown in Fig. 5�b�, the liquid-vapor interface will vary in the
ectangular structures of the wick. When the power input is higher
han that corresponding to the meniscus radius of 0.273rp, as il-
ustrated in Fig. 5�c�, the wick structure with the rectangular struc-
ures cannot hold the liquid and will dry out. If this situation
ccurs, the thermal resistance in the wick is primarily attributed to
he triangular structures saturated with liquid, because the vapor
enerated at the liquid-vapor interface can easily escape from the
pened hexagonal and rectangular structures, as shown in Fig.
�c�. In this condition, the thermal resistance can be expressed as

R =
�wick,eff,�

kwick,eff
�15�

here �wick,eff,� is the effective thickness of the wick consisting of
he triangular structures saturated with liquid, which can be found
y the percentages of the wick structures, i.e.,

�wick,eff,� = 0.45�wick �16�
If the power input to the evaporator is increased further, the

iquid-vapor interface will further recede and the meniscus radius
alls between 0.273rp and 0.103rp, which represents the pore size
ange of the triangular structure. When the power input is higher
han that corresponding to the minimum meniscus radius of
.103rp, the whole heat pipe dries out and reaches the capillary
imitation.

Clearly, the thermal resistance in the wick in the evaporator is
irectly dependent on the power input, which determines the me-
iscus radius variation and liquid distribution in the wick. For a
iven power input, the meniscus radius can be calculated, and the
ercentages of hexagonal, rectangular, and/or triangular structures
n the wick saturated with liquid can be obtained. As the effective
hickness of the wick saturated with liquid can be determined, the
emperature difference across the wick in the evaporator can be
alculated. Based on the calculation procedures discussed above,
he thermal resistance of the wick per unit area in the evaporator
an be expressed as

R = C1
2�/reff

Leff� �l

KAw�lhfg
+

C�fv Rev��v

2rh,v
2 Av�vhfg

� + C2 �17�

here constants C1 and C2 depend on the particle size and the
eniscus radius at the liquid-vapor interface in the evaporator.
The quantity of liquid decreases in the evaporator, as heat flux
ncreases, resulting in an increase of the liquid in the condenser.
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However, the surface area in the condenser is much larger than
that in the evaporator, so the effect of liquid level on the thermal
resistance in the condenser can be neglected.

4 Results and Discussion
Experiments were conducted to estimate the evaporative resis-

tance �evap of vapor chamber. Tables 1 and 2 summarize the test
conditions under which the vapor chambers were tested. The ef-
fective wick thickness model was validated by comparing �evap
data obtained on the copper post heaters. Finally, a numerical
model very similar to that of Prasher �9� combined with the effec-
tive wick thickness model for �wick,eff as a function of heat flux
was used to calculate the evaporative resistance of the vapor
chambers under nonuniform heating conditions using the silicon
die heaters.

4.1 Tests With Copper Post Heaters. In the first set of ex-
periments, two different sizes �10�10 mm2 and 5�5 mm2� of
copper post heaters were used. For each copper post heater, ten

Table 2 Test conditions used for silicon die heater setup

Case 1 Case 2 Case 3

No. of vapor chambers tested 3 3 1
Heater optiona Main Strip Main Hot spot
Power input �W� 30–70 30–70 30 0.37–1.1

50 0.37–1.1
70 0.37–1.1

Condenser temperatureb �°C� 45

aSee Fig. 3 for heater dimensions and locations on the silicon die.
bRepresents TC3 reading in Fig. 2.

Fig. 6 Comparisons of model predictions with experimental

Table 1 Test conditions used for copper post heater setup

No. of vapor chambers tested 10

Heater size �mm2� 10�10 and 5�5
Heat flux �W /cm2� 30, 50, and 70
Condenser temperaturea �°C� 45

aRepresents TC3 reading in Fig. 2.
data of copper post heaters
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ifferent vapor chambers were tested at three different heat fluxes
30 W /cm2, 50 W /cm2, and 70 W /cm2� and a fixed condenser
emperature of 45°C, which represent the typical operating ranges
f vapor chambers used for electronic thermal management appli-
ations. Figure 6 shows the mean values and standard deviations
f �evap data of ten vapor chambers. As shown, the deviations of
�5 mm2 heater data are greater than those of 10�10 mm2

eater data, which can be attributed to the fact that a slight mis-
lignment between the copper post heater and the thermocouple
TC1 in Fig. 2�a�� can affect the variations of �evap measurements,
ore for the smaller size heater than for the larger size.
Figure 6 shows that �evap is dependent on the heater size. The

�5 mm2 heater yielded almost three times higher �evap values
han the 10�10 mm2 heater, which is smaller than the ratio �4� of
eater sizes. This can be explained by the heat diffusion in the
ottom copper wall of vapor chamber, which should affect �evap
ata, more for the smaller size heater than for the larger size.
rasher �9� also observed similar data trends and proposed a
onduction-based model �assuming that �evap is independent of
eat flux�, which successfully captured the trend of dependency of
vaporative resistance on heater size. However, the present test
esults also show that �evap decreases with increasing heat flux for
oth of the test heaters. The �evap value continued to decrease,
ntil the wick in the evaporator nearly reached the dryout point
not shown�. While a conduction type phenomenon plays a key
ole in the evaporator section, the dependence of �evap on heat flux
ndicates that the conduction-based model needs to be improved
o capture this physical phenomenon and, as discussed before, the
hange in evaporative resistance should be attributed to the
hange of vapor fraction in the wick at different heat fluxes.

As discussed before, �evap is directly dependent on the meniscus
adius variation and liquid distribution in the wick, which are
irectly affected by heat flux �power input�. At a given power
nput, the meniscus radius in the evaporator was determined, and
he percentages of hexagonal, rectangular, and/or triangular struc-
ures in the wick saturated with liquid were determined. The ef-
ective thickness �wick,eff of wick saturated with liquid was calcu-
ated and the thermal resistance across the wick in the evaporator
as found. As discussed before, the porosity and the average ra-
ius of sintered particles in the evaporator of vapor chambers are
pproximately 53% and 32 �m, respectively, for which the con-
tants C1 and C2 in Eq. �17� can be readily calculated. The thermal
onductivity kwick,eff of the wick was obtained by calibrating the
odel with the experimental data at 30 W /cm2 for the 10
10 mm2 copper post heater. This thermal conductivity was kept

onstant for generating the modeling curves in Fig. 6.
In Fig. 6, the model predictions of �evap are compared with the

xperimental data of copper post heaters. As shown, the model
redictions agree well with the experimental data, and the model
lso successfully captures the dependency of �evap on heat flux
power input�. As discussed before, when the heat flux �power
nput� increases, the liquid level in the wick recedes and the ef-
ective thickness �wick,eff of wick saturated with liquid decreases,
hereby resulting in the reduction of �evap in the wick. The pore
ize determined by the particle structure directly affects the reced-
ng of liquid in the sintered particles. Figure 6 shows that the
urrent modeling approach is adequate to assess the evaporative
hermal performance of a heat pipe/vapor chamber.

Copper post heaters are ideal in providing one-dimensional heat
onduction conditions, with which the current modeling approach
ith effective wick thickness �wick,eff was validated. Due to non-
niform heating and spreading in the silicon die heaters, a numeri-
al model will be needed for capturing the physical behaviors.
herefore, the evaporator model validated on the ideal case �cop-
er post heater� is combined with a numerical heat conduction
odel to predict the evaporative performance of the vapor cham-

ers on the silicon die heaters.
4.2 Tests With Silicon Die Heaters. In the second set of
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experiments, silicon die heaters were used as the heat sources.
Based on the previous test results in Fig. 6, three vapor chambers
were selected, which represent the average �evap performance.
Therefore, part-to-part variations of �evap measurements are mini-
mized and the trend of �evap performance can be more clearly
determined, while testing with silicon die heaters. For the selected
vapor chambers, the power input was varied from 30 W to 70 W,
while the condenser temperature was maintained at 45°C. As
shown in Table 2, three different power profiles were used: Case
1: the silicon die was uniformly heated using the main heater
�10�12 mm2�; Case 2: only the strip heater �10�3 mm2� was
powered up on the die; Case 3: both the main heater and the hot
spot heater �400�400 �m2� were powered up together. In this
experiment, the highest heat flux from the hot spot heater was
approximately 746 W /cm2 in Case 3 �1.1 W over the 400
�400 �m2 hot spot area plus 70 W background heating over the
10�12 mm2 die area�.

Figure 7 shows the �evap data of three vapor chambers tested
under uniform heating condition �Case 1�. It also shows a similar
dependence of �evap data on power input to the 10�10 mm2 cop-
per post heater data in Fig. 6. Although for the uniform heating
case, the heater area of the silicon die heaters was 20% larger than
for the 10�10 mm2 copper post heater, the two evaporator ther-
mal resistances are comparable. This is because the effective wick
thickness depends on the heat flux. This shows that there is not
much difference between the constant temperature boundary con-
dition and the constant heat flux boundary condition.

Figures 8�a� and 8�b� show the �evap data of vapor chambers
tested under nonuniform heating conditions, that is, Cases 2 and 3
in Table 2, respectively. Three vapor chambers were tested in Fig.
8�a�, and one vapor chamber was tested with three different hot
spot power conditions in Fig. 8�b�. As shown in Figs. 8�a� and
8�b�, �evap data are made dimensionless by division by the corre-
sponding �evap data of uniform heating conditions for the respec-
tive vapor chambers shown in Fig. 7. Figures 8�a� and 8�b� show
that the ratio of �evap,nonuniform to �evap,uniform is close to 1, i.e.,
there is no difference between �evap,nonuniform and �evap,uniform. Spe-
cifically in Fig. 8�a�, the data trend for different heater sizes seems
to be the opposite to that obtained with the copper post heaters in
Fig. 6, although the ratios of the heater sizes are the same �equal
to 4�. This can be explained by the difference in the heat fluxes of

Fig. 7 Test results of vapor chambers with silicon die heaters
under uniform die heating conditions
copper post heater and the silicon die strip heater. The heat flux on
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he copper post heater ranges from 30 W /cm2 to 70 W /cm2 for
oth the 10�10 mm2 and the 5�5 mm2 sizes. The heat flux on
he uniform silicon heater ranges from 25 W /cm2 to
8.3 W /cm2, whereas the heat flux on the strip heater ranges
rom 100 W /cm2 to 233.3 W /cm2, i.e., it is four times larger
han the uniform heater. As discussed earlier, the effective thick-
ess �wick,eff of the wick is a decreasing function of the heat flux.
o understand the physics, if the spreading of the heat is ne-
lected, the thermal resistance in the wick can be approximately
ritten as

�evap �
�wick,eff

kwick,effAe
�18�

or estimating the wick thicknesses at various heat flux condi-
ions, a curve fit of the previous analytical modeling results vali-

ig. 8 Test results of vapor chambers with silicon die heaters
nder nonuniform die heating conditions: „a… Only strip heater

s powered; „b… both main heater and hot spot heater are
owered
ated on the copper post heater �Fig. 6� shows that
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�wick,eff

�wick
= 12.71q�−0.755 �19�

where q� is the average heat flux from a heater surface. Based on
Eq. �19�, the ratio of effective wick thickness of uniform heater to
that of strip heater at the same power input can be estimated as

�wick,eff,strip

�wick,eff,uniform
= 0.35 �20�

Therefore,

�evap,strip

�evap,uniform
� ��wick,eff

Ae
�

strip
	��wick,eff

Ae
�

uniform
= 0.35 � 4 = 1.4

�21�
This one-dimensional analysis shows why the evaporator resis-

tance of the strip heater is similar to that of the uniform heater. In
Fig. 8�a�, �evap,strip and �evap,uniform are almost the same because
the heat spreading in the silicon die and copper wall should affect
�evap data, more for the smaller size heater than for the larger size.
In Sec. 4.3, the model for �wick,eff �Eq. �19�� is combined with a
numerical heat conduction model to more accurately model �evap
for different cases by capturing the effect of heat spreading
through the silicon die and the copper walls of the vapor chamber.

As shown in Fig. 8�b�, the impact of hot spot heating on �evap
data is small. This could be attributed to the fact that the bottom
copper wall �1 mm thickness� of vapor chamber was efficient in
reducing the nonuniformity of temperature profiles from the sili-
con die heater.

4.3 Comparisons With Conduction Based Model. A con-
duction model was constructed, which is similar to that of Prasher
�9� except that �wick,eff is a function of heat flux. Prasher �9� as-
sumed a constant �wick,eff. In the conduction model, all the com-
ponents of the vapor chamber in Fig. 1 were modeled as solid
components using ICEPAK™. The fins at the condenser section
were modeled as an effective heat transfer coefficient, which was
adjusted to match the test condition of T/C3�45°C. The thermal
interface material was described as an effective thermal resistance
of �0.13 K cm2 /W. The effective thermal conductivity kvapor,eff
of the vapor was calculated to match the experimental data of
�adia�0.05°C /W between the two monitoring points of T/C2 and
T/C3 in Fig. 2, which gave a kvapor,eff value of 6.5
�104 W /m K. This value is high due to the high thermal con-
ductance of the vapor space �9,11�. Therefore, it does not play a
significant role in determining �evap.

The next steps were to determine both the effective thermal
conductivity kwick,eff and the effective thickness �wick,eff of the
wick. Using Eq. �19�, a �wick,eff value was estimated for each of
the experimental conditions in Figs. 7, 8�a�, and 8�b�, and the
wick thickness in the conduction model was adjusted accordingly
for calculating the corresponding �evap value.

The calculated �evap values are plotted in Figs. 7, 8�a�, and 8�b�,
for comparisons with the experimental data. As shown in all of
these, the conduction-based model captures the trends of experi-
mental data for the silicon die heaters. Note that the effective wick
thickness model was validated on the copper post heaters, which
resemble the constant temperature boundary conditions, whereas
the silicon die heaters resemble the constant heat flux boundary
conditions. This shows that there is not much difference between
the constant temperature boundary condition and the constant heat
flux boundary condition.

Finally, although the local heat flux on hot spots can be very
large, the vapor chamber still functions. Similarly, the results
showing that evaporator resistance is not sensitive to the presence
of hot spots are important because solid-based heat spreaders are
used in most desktop and workstation processors �1,2�. The ther-
mal resistance of the spreaders increases due to the presence of

hot spots and nonuniform heating whereas that of the vapor cham-
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er does not depend on nonuniform heating, i.e., a vapor chamber
an be a better spreader of heat even under nonuniform heating
onditions. Therefore, the experimental results are novel and use-
ul for development of electronics cooling solutions.

Conclusions
Vapor chambers with water as the working fluid were tested

sing the copper post heaters and silicon die heaters. The silicon
ie heaters were developed to replicate nonuniform heating con-
itions of microprocessor packages. The key objective of the ex-
eriments was to understand the effects of nonuniform power dis-
ribution at the heating source on the evaporative thermal
erformance of vapor chambers. Based on the statistical distribu-
ion of particles, an analytical model developed to predict the
ffect of heat flux on the liquid distribution in the sintered particle
ick in the evaporator was able to predict �evap. The model pre-
ictions were in good agreement with experimental data for both
niform and nonuniform heating conditions. The experimental re-
ults show that evaporator thermal resistance is not sensitive to
onuniform heat conditions, i.e., it is the same as in the uniform
eating case.

omenclature
A � area, m2

C1, C2 � constants defined in Eq. �17�
d � diameter, m
f � friction factor
g � gravitational acceleration, m /s2

hfg � latent heat, J/kg
k � thermal conductivity, W /m K
K � permeability, m−2

L � length, m
ṁ � mass flow rate, kg/s
P � perimeter, m
p � pressure, N /m2

q � power input, W
q� � heat flux, N /cm2

r � radius, m
R � thermal resistance, °C m2 /W

Re � Reynolds number
T � temperature, °C
x � coordinate, m

reek Symbols
� � thickness, m
� � dynamic viscosity, N s /m2

�adia � adiabatic thermal resistance, °C /W

�evap � evaporator thermal resistance, °C /W

ournal of Heat Transfer
� � mass density, kg /m3

� � surface tension, N/m
�p � pressure drop, N /m2

Subscripts
adia � adiabatic

cond � condenser
cap � capillary

evap � evaporator
eff � effective

g � gravity
gap � pore gap trapped by particles

h � hydraulic
l � liquid

min � minimum
p � particle
s � solid
v � vapor
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Analytic Solution of
Three-Dimensional Viscous Flow
and Heat Transfer Over a
Stretching Flat Surface by
Homotopy Analysis Method
In this paper heat transfer in an electrically conducting fluid bonded by two parallel
plates is studied in the presence of viscous dissipation. The plates and the fluid rotate
with constant angular velocity about a same axis of rotation where the lower plate is a
stretching sheet and the upper plate is a porous plate subject to constant injection. The
governing partial differential equations are transformed to a system of ordinary differ-
ential equations with the help of similarity transformation. Homotopy analysis method is
used to get complete analytic solution for velocity and temperature profiles. The effects of
different parameters are discussed through graphs. �DOI: 10.1115/1.2969753�

Keywords: three-dimensional flow, heat transfer, MHD, homotopy analysis method, ana-
lytic solution
Introduction
In recent years the study of viscous flows over a stretching flat

urface has grown considerably. This is due to their important
ndustrial applications such as in metallurgy and chemical process
ndustries. Sakiadis �1� initiated the study of boundary layer flows
ver a continuous solid surface that moves with a constant veloc-
ty. Crane �2� considered the same problem for the case when the
urface velocity varies linearly with the distance x measured from
he origin and presented a closed form solution to it. The interest-
ng aspect of Crane’s problem is that it is still possible to obtain a
losed form solution even when numerous other physical features
ave been taken into account such as suction, magnetic field, vis-
oelasticity of the fluid, etc. �see Refs. �3–5��. The study of flows
ver stretching surfaces has been further extended in different
irections by number of researchers �6–15�.

Industrially, the study of heat transfer problems of a viscous
ncompressible fluid over a plane surface moving in an ambient
uid is important in several engineering applications such as ma-

erials manufactured by extrusion processes and heated materials
raveling between a feed roll and a wind up roll or on a conveyer
elt. During the manufacture of polymer sheets, the melt issues
rom a slit and is subsequently stretched to achieve the desired
hickness. The achievement of the desired characteristics by the
nal product depends strictly on the stretching rate and the rate of
ooling in the process. In this regard the heat transfer analysis of
uch types of flows is very much important. Keeping this fact in
ind, Dutta et al. �16� studied the temperature field in the flow

ver a stretching surface subject to uniform heat flux. Andersson
t al. �17� investigated the unsteady two dimensional non-
ewtonian flow of a power-law fluid past a stretching surface.
ujurke et al. �18� and Dandapat and Gupta �19� examined the

emperature distribution in the steady boundary layers of a second
rade fluid near a stretching surface.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 23, 2007; final manuscript received
pril 11, 2008; published online September 16, 2008. Review conducted by Sai C.

au.

ournal of Heat Transfer Copyright © 20
Industrially, magnetohydrodynamic �MHD� fluids have become
very much important in the processes of heat transfer. For ex-
ample, in metallurgical industry many metallurgical processes in-
volve the cooling of continuous strips and filaments by drawing
them through a coolant. In these processes the properties of the
final product depend largely on the rate of cooling. To get the final
product of desired characteristics it is necessary to control the rate
of cooling. The rate of cooling is controlled by drawing the strips
and filaments in an electrically conducting fluid subject to a mag-
netic field. Heat transfer analysis of MHD fluid over a uniformly
stretching sheet was investigated by Chakrabarti and Gupta �10�;
Dandapat and Gupta �19� studied flow and heat transfer phenom-
enon in a viscoelastic fluid over a stretching sheet. Chamkha �12�
studied three dimensional free convection on a vertical stretching
surface with heat generation and absorption. Further studies could
be seen in Refs. �20–25�.

In all above mentioned studies the authors have considered un-
bounded domain. There are very few studies in which authors
have considered the channel flow. In 1983 Borkakoti and Bharali
�26� studied the two dimensional channel flow with heat transfer
analysis of a hydromagnetic fluid where the lower plate was a
stretching sheet. The flow between two rotating disks has impor-
tant technical applications such as in lubrication. Keeping this fact
in mind Vajravelu and Kumar �27� studied the effect of rotation on
the two dimensional channel flow. In Ref. �27� the authors solved
the governing equations analytically and numerically. In the
present work we study the heat transfer phenomenon in the chan-
nel flow considered in Ref. �27�. We present analytic solution to
both the momentum equations and the energy equation. Homo-
topy analysis method �HAM� �28� has been used to get accurate
and purely analytic solution of the governing equations.

Recently, Liao �28� introduced an analytic technique for highly
nonlinear problems in science and engineering. The technique has
successfully been applied to many nonlinear problems such as
nonlinear water waves �29�, similarity boundary layer flows �30�,
Cheng–Chang equation �31�, unsteady boundary layers
�13,32,33�, nonhomogeneous Blasius problem �34�, and so on �for
further applications of the method the reader is referred to see
Refs. �35–42��. All of these verify the validity of the homotopy

analysis method.
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This paper is organized into five sections. In Sec. 2 mathemati-
al description of the problem and its analytic solution is pre-
ented. Section 3 contains heat transfer analysis of the problem
nd analytic solution to it. Graphical representation of results and
heir discussion is also given in Sec. 4. Some concluding remarks
re given in Sec. 5. At the end some constants appearing in solu-
ion expressions are defined in the Appendix.

Flow Analysis

2.1 Governing Equations. We consider a fully developed hy-
romagnetic flow of an incompressible viscous fluid between two
arallel plates. One is situated at y=0 and the other is situated at
=h. The upper plate is a porous plate subjected to uniform in-

ection and the lower plate is stretched by two equal and opposite
orces along the x-axis. A magnetic field of strength B0 is applied
erpendicular to the plates along the y-axis. The upper plate is
ubjected to a uniform injection. The plates and the fluid rotate in
nison about the y-axis with an angular velocity �. Therefore, the
overning equations and boundary conditions for this case in di-
ensionless form are given by �27�

f iv − R�f�f� − f f�� − 2Kg� − Mf� = 0 �1�

g� − R�f�g − fg�� + 2Kf� − Mg = 0 �2�
ubject to the boundary conditions

f = 0, f� = 1, g = 0 at � = 0
�3a�

f = �, f� = 0, g = 0 at � = 1

here � denotes the differentiation with respect to � and the
imensionless quantities are defined through

� =
y

h
, u = axf����, v = − ahf���, w = axg���

�3b�

R =
ah2

�
, M =

�B0
2h2

��
, K =

�h2

�

n which R is the viscosity parameter, M is the magnetic param-
ter, and K is the rotation parameter.

2.2 Analytic Solution by HAM. We use HAM to solve the
onlinear system ��1�, �2�, and �3a�� analytically. It is also possible
o solve the system ��1�, �2�, and �3a�� numerically by using
ourth-order Runge–Kutta scheme �say�. In this method one needs
o select some suitable numerical initial guess approximations for
hich the solution converges. Our experience shows that it is very
ifficult to choose such suitable approximations blindly without
ny information. In this situation HAM is observed to be very
seful. Due to the boundary conditions ��3a� and �3b�� it is rea-
onable to choose the initial approximations of the form �28�

f0 = �1 − 2���3 + �3� − 2��2 + � �4�

g0 = 0 �5�
here the initial approximations are required to satisfy the bound-

ry data ��3a� and �3b��. The corresponding linear operators are
iven by

L1�F��;p�� =
d4F

d�4 �6�

L2�G��;p�� =
d2G

d�2 �7�

hich satisfy the properties

L1�C1 + C2� + C3�2 + C4�3� = 0 �8�
L2�C5 + C6�� = 0 �9�
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where Ci , i=1, . . . ,6, are arbitrary constants.
We construct the so-called zero-order deformation equations

�28�

�1 − p�L1�F��;p� − f0���� = p�N1�F��;p�,G��;p�� �10�

�1 − p�L1�G��;p� − g0���� = p�N2�F��;p�,G��;p�� �11�

with boundary conditions

F��;p� = 0,
�F��;p�

��
= 1, G��;p� = 0 at � = 0

�12�

F��;p� = �,
�F��;p�

��
= 0, G��;p� = 0 at � = 1

where p� �0,1� is the embedding parameter, � is the nonzero
auxiliary parameter, and the nonlinear operators N1 and N2 are,
respectively, defined by

N1�F��;p�,G��;p�� =
�4F

��4 − R� �F

��

�2F

��2 − F
�3F

��3� − 2K
�G

��
− M

�2F

��2

�13�

N2�F��;p�,G��;p�� =
�2G

��2 − R� �F

��
G − F

�G

��
� + 2K

�F

��
− MG

�14�

Notice that for p=0 and p=1 we, respectively, have

F��;0� = f0���, G��;0� = g0��� �15�

and

F��;1� = f���, G��;1� = g��� �16�

So, as p varies from 0 to 1, F�� ; p� and G�� ; p� move from initial
guess approximations f0��� and g0��� to the final solution f���
and g���, respectively. By Taylor’s theorem and Eq. �15�, we have

F��;p� = f0��� + �
m=1

+�

fm���pm �17�

G��;p� = g0��� + �
m=1

+�

gm���pm �18�

where

fm��� =
1

m!
� �mF��;p�

�pm �
p=0

, gm��� =
1

m!
� �mG��;p�

�pm �
p=0

�19�

We assume that series �17� and �18� are convergent at p=1, then
we have from Eq. �16� that

F��� = f0��� + �
m=1

�

fm��� �20�

G��� = g0��� + �
m=1

�

gm��� �21�

Differentiating the zero-order deformation equations �10�–�12�
m-times �m=1,2 ,3 , ¯ � with respect to p at p=0 and then divid-
ing the resulting expressions by m!, we get the mth-order defor-
mation equations

L1�fm��� − 	mfm−1���� = �Pm��� �22�

L2�gm��� − 	mgm−1���� = �Qm��� �23�
with boundary conditions
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fm = fm� = gm = 0 at � = 0
�24�

fm = fm� = gm = 0 at � = 1

here

Pm = fm−1� − 2Kgm−1� − Mfm−1� − R�
k=0

m−1

�fm−1−k� fk� − fm−1−kfk��

�25�

Qm = gm−1� + 2Kfm−1� − Mgm−1 − R�
k=0

m−1

�fm−1−k� gk − fm−1−kgk��

�26�

nd

	m = 	0 for m 
 1

1 for m � 1

 �27�

e use the symbolic computation software MATHEMATICA to solve
rst few deformation equations and find that the solution expres-
ions for f��� and g��� are of the form

fm��� = �
n=0

4m+4

am,n�n �28�

gm��� = �
n=0

4m+4

bm,n�n �29�

here am,n and bm,n are constant coefficients that can be deter-
ined by using the following recurrence formulas for m�1 �for

etail the reader is referred to Ref. �36��:

am,0 = 	m	4m+2am−1,0 + �
k=0

4m+4

k�m,k�k� k − 2

4
� �30�

am,1 = 	m	4m+1am−1,1 + �
k=0

4m+4

k+1�m,k�k� k + 1

2
� �31�

am,2 = 	m	4mam−1,2 − �
k=0

4m+4

k�m,k�k� k + 4

2
� �32�

am,3 = 	m	4m−1am−1,3 − �
k=0

4m+4

k+1�m,k�k� k + 3

2
� �33�

am,n = 	m	4m+2−nam−1,n + �m,n−4�n−4, 4 
 n 
 4m + 4 �34�

imilarly,

bm,0 = 	m	4m+2bm−1,0 − �
k=0

4m+4

k�m,k�k �35�

bm,1 = 	m	4m+1bm−1,1 − �
k=0

4m+4

k+1�m,k�k �36�

bm,n = 	m	4m+2−nbm−1,n + �m,n−2�n−2, 2 
 n 
 4m + 4 �37�

here the different constants appearing in Eqs. �30�–�37� are de-
ned in the Appendix. Hence by using the above recurrence for-
ulas one can easily find for any m the fm��� and gm��� from
qs. �28� and �29�, respectively, with the knowledge of following

rst few

ournal of Heat Transfer
a0,0 = 0, a0,1 = 1, a0,2 = �3� − 2�, a0,3 = �1 − 2��, a0,4 = 0

�38�
and

b0,i = 0 for i = 0, . . . ,4 �39�
Therefore, the complete solution can be written as

f��� = f0��� + �
m=1

+�

fm��� �40�

g��� = g0��� + �
m=1

+�

gm��� �41�

As mentioned by Liao �28�, whenever the solution series con-
verges it will be one of the solutions of the considered problem.
The convergence of the solution series is strongly dependent on
the choice of the auxiliary parameter �. The values of � for which
the solution series converges are determined by drawing the so-
called �-curves. In our problem, to find the values of � for which
the solution series �40� and �41� converge, we have plotted the
�-curves for both f��� and g��� in Fig. 1. The portion on �-axis
for which the �-curves are parallel to the �-axis is recognized as
the set of suitable values of � for which the solution series �40�
and �41� will converge. Notice that Eqs. �40� and �41� are infinite
series and for their convergence it is necessary that the contribu-
tion of the higher order terms must be negligible. The conver-
gence of the solution series is proved with the help of Table 1.

3 Heat Transfer Analysis

3.1 Energy Equation. The energy equation for the present
problem with viscous dissipation in dimensionless form is given
by

T� + Pr�RfT� + Ec�4f�2 + g2� + Ecx�f�2 + g�2�� = 0 �42�
subject to the boundary conditions

T�0� = 1, T�1� = 0 �43�

where Pr=�Cp /k is the Prandtl number, Ec=a2h2 /Cp��0−�h� is
the Eckert number, Ecx=a2x2 /Cp��0−�h� is the local Eckert num-
ber, and the dimensionless temperature is defined as

Fig. 1 �−curves for f„�…andg„�… at 15th order approximation

Table 1 HAM solution at different orders

Pr=0.7, M =0.1, K=0.5, R=2.0, �=Ecx=Ec=0.5
Order of app. f��0� g��0� T��0�

5th order −1.178060 0.144786 −0.658585
10th order −1.178080 0.144798 −0.658474
15th order −1.178080 0.144798 −0.658474
DECEMBER 2008, Vol. 130 / 121701-3
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T��� =
� − �h

�0 − �h
�44�

here �0 and �h are temperatures at the lower and upper plates,
espectively.

3.2 HAM Solution. To find the analytic solution of Eq. �42�
ubjected to the boundary conditions �43�, we follow the same
rocedure as performed in Sec. 2.2. To avoid the repetition, we
ill omit the details of the method. Due to the boundary condi-

ions �43� we choose the initial approximation

T0��� = 1 − � �45�
ith linear operator

L3����;p�� =
�2�

��2 �46�

hich satisfy the property

L3�C7 + C8�� = 0 �47�

here C7, and C8 are constants.
The zero-order deformation equation is then given by

�1 − p�L3����;p� − T0���� = p�N3�F��;p�,G��;p�,���;p��
�48�

ith subjected boundary conditions

��0;p� = 1, ��1;p� = 0 �49�

here the nonlinear differential operator N3 is defined through

N3�F��;p�,G��;p�,���;p��

=
�2�

��2 + Pr�RF
��

��
+ Ec	4� �F

��
�2

+ G2

+ Ecx	� �2F

��2�2

+ � �G

��
�2
� �50�

or p=0 and p=1 we, respectively, have

���,0� = T0��� and ���,1� = T��� �51�
sing Taylor’s theorem and Eq. �51� we have

T��� = T0��� + �
m=1

+�

Tm��� �52�

here

Tm��� = � 1

m!

�m���;p�
�pm �

p=0

�53�

herefore, the mth-order deformation equation is then given by

L3�Tm��� − 	mTm−1� = �Rm��� �54�

ubject to the boundary conditions

Tm�0� = 0, Tm�1� = 0 �55�

here

Rm��� = Tm−1� + Pr�
k=0

m−1

�Rfm−1−kTk� + Ec�4fm−1−k� fk� + gm−1−kgk�

+ Ecx�fm−1−k� fk� + gm−1−k� gk��� �56�

y solving first few deformation equations we find that the solu-
ion expression for T��� can in general be written as

T��� = �
n=0

4m+4

dm,n�n �57�

here dm,n denotes the constant coefficients that can be deter-

ined by using the following recurrence formulas for m�1:
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dm,0 = 	m	4m+2dm−1,0 − �
k=0

4m+4

k�m,k�k �58�

dm,1 = 	m	4m+1dm−1,1 − �
k=0

4m+4

k+1�m,k�k �59�

dm,n = 	m	4m+2−ndm−1,n + �m,n−2�n−2, 2 
 n 
 4m + 4 �60�
where the constants involved in above expressions are defined in
the Appendix. Note that by using the above recurrence relations
one can easily find all dm,n with the knowledge of the following
first few:

d0,0 = 1, d0,1 = − 1, d0,2 = d0,3 = d0,4 = 0 �61�
Therefore, the complete solution for temperature distribution
across the channel can be written as

T��� = T0��� + �
m=1

+�

Tm��� �62�

To find the suitable values of � for which the solution series �62�
converges, we have plotted the �-curve �see Fig. 2�. The interval
on �-axis for which the �-curve is parallel to the �-axis contains
the admissible values of �. The convergence of the solution series
�62� is shown through Table 1. In Table 1 it is shown that the
contribution of the higher order terms Tm��� �for m�15� is neg-
ligible, which proves the convergence of the series �62�.

4 Graphical Results and Discussion
The flow analysis of the present problem has been performed

by Vajravelu and Kumar �27� in which the authors have discussed
in detail the effect of different parameters on the velocity profile.
In the present analysis we study the heat transfer characteristics in
the fluid. To see the effects of different parameters on temperature
distribution across the channel we have plotted the temperature T
against � for different sets of values of the involved parameters
�Table 2�. The effects of the parameter �, which corresponds to
the constant injection at the upper plate, are shown graphically in
Fig. 3. It is observed that by increasing the injection at the wall
the temperature increases and this increase is maximum near the
stretching wall. In Fig. 4 the effects of the rotation parameter K
are shown. Obviously, by increasing K the temperature increases
and again this increase is maximum near the stretching plate. Fig-
ure 5 demonstrates the effects of the viscosity parameter R in the
presence of wall injection. It is shown that the temperature de-
creases by increasing the values of R. The effects of the Prandtl
number Pr on temperature profiles in the presence of viscous dis-
sipation are shown in Fig. 6. Clearly, by increasing Pr the tem-
perature increases near the stretching wall. However, in the ab-
sence of the viscous dissipation �Ec=Ecx=0� the effect of the

Fig. 2 �−curve for T„�… at 15th order approximation
Prandtl number is to decrease the temperature, as shown in Fig. 7.
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The effects of viscous dissipation for which the Eckert number Ec
and the local Eckert number Ecx are responsible are shown in
Figs. 8 and 9. It is clear from the graphs that by increasing Ec and
Ecx the temperature near the stretching wall increases. This is due
to the fact that heat energy is stored in the fluid due to the fric-
tional heating. The effect of the magnetic field on temperature is
shown in Fig. 10. From this figure it is clear that by increasing the
magnetic field strength the temperature decreases across the chan-
nel.

5 Concluding Remarks
Heat transfer in a rotating electrically conducting fluid bounded

by two parallel plates is studied. The upper plate is a porous plate
and the lower plate is a stretching sheet. Analytic solution to ve-
locity and temperature distribution is given by a purely analytic
technique, namely, homotopy analysis method. The convergence
of the solution series is shown by giving HAM solutions at dif-

Fig. 6 Influence of the Prandtl number on temperature
distribution

Fig. 7 T„�… plotted at different local Eckert numbers
able 2 Numerical values of some important physical
uantities

5th order HAM solution at R=2.0, �=−0.8
Pr Ecx Ec � K M T��0�

.0 0.5 0.5 0.5 0.5 1.0 −0.5153790

.0 0.5 0.5 0.5 0.5 1.0 −0.0539821

.7 1.0 0.5 0.5 0.5 1.0 −0.4802890

.7 2.0 0.5 0.5 0.5 1.0 −0.1239200

.7 0.5 1.0 0.5 0.5 1.0 −0.3178090

.7 0.5 0.5 0.5 0.5 2.0 −0.6614910

.7 0.5 0.5 0.5 0.5 3.0 −0.6597170

.7 0.5 0.5 0.5 1.0 1.0 −0.6453420

.7 0.5 0.5 0.5 2.0 1.0 −0.4375950
ig. 3 Temperature distribution at different values of the injec-
ion parameter
Fig. 4 Effect of rotation parameter K on temperature profile
Fig. 8 Effect of the Eckert number on T„�…

DECEMBER 2008, Vol. 130 / 121701-5



f
t
fi
o
n
o
d
c
t

A

t

F
c

F

1

erent orders. It is observed that injection at the upper plate causes
o increase the temperature in the flow regime and the magnetic
eld decreases the temperature across the flow field. It is also
bserved that in the presence of viscous dissipation the Prandtl
umber causes to enhance the temperature whereas in the absence
f viscous dissipation an increase in the Prandtl number causes to
ecrease the temperature across the channel. Furthermore an in-
rease in the angular velocity of the system results in increasing
he heat transfer near the heated plate.

ppendix
The constants involved in solution expressions �in previous sec-

ions� are defined as follows:

�m,n = ��	4m+2−n�Dm−1,n − 2KEm−1,n − MBm−1,n� − R��m,n − �m,n��
�A1�

�m,n = ��	4m+2−n�Hm−1,n + 2KAm−1,n − Mbm−1,n� − R��m,n − �m,n��
�A2�

�m,n = ��	4m+2−nJm−1,n + PrR�m,n + Ec�4�m,n + �m,n�

+ Ecx��m,n + �m,n��� �A3�

�m,n = �
k=0

4m+4

�
j=max0,n−4m+4k�

minn,4k+4�

Bk,jAm−1−k,n−j �A4�

�m,n = �
4m+4

�
minn,4k+4�

Ck,jam−1−k,n−j �A5�

ig. 9 Effect of Prandtl number on T„�… in the absence of vis-
ous dissipation

ig. 10 Influence of magnetic field on temperature distribution
k=0 j=max0,n−4m+4k�
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�m,n = �
k=0

4m+4

�
j=max0,n−4m+4k�

minn,4k+4�

bk,jAm−1−k,n−j �A6�

�m,n = �
k=0

4m+4

�
j=max0,n−4m+4k�

minn,4k+4�

Ek,jam−1−k,n−j �A7�

�m,n = �
k=0

4m+4

�
j=max0,n−4m+4k�

minn,4k+4�

Ik,jam−1−k,n−j �A8�

�m,n = �
k=0

4m+4

�
j=max0,n−4m+4k�

minn,4k+4�

Ak,jAm−1−k,n−j �A9�

�m,n = �
k=0

4m+4

�
j=max0,n−4m+4k�

minn,4k+4�

bk,jbm−1−k,n−j �A10�

�m,n = �
k=0

4m+4

�
j=max0,n−4m+4k�

minn,4k+4�

Bk,jBm−1−k,n−j �A11�

�m,n = �
k=0

4m+4

�
j=max0,n−4m+4k�

minn,4k+4�

Ek,jEm−1−k,n−j �A12�

Am,n = �n + 1�am,n+1 �A13�

Bm,n = �n + 1�Am,n+1 �A14�

Cm,n = �n + 1�Bm,n+1 �A15�

Dm,n = �n + 1�Cm,n+1 �A16�

Em,n = �n + 1�bm,n+1 �A17�

Hm,n = �n + 1�Em,n+1 �A18�

Im,n = �n + 1�dm,n+1 �A19�

Jm,n = �n + 1�Im,n+1 �A20�

�n =
1

�n + 1��n + 2��n + 3��n + 4�
�A21�

�n =
1

�n + 1��n + 2�
�A22�

k = 	0 if k is odd

1 if k is even

 �A23�
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Estimating the Wall Heat Flux of
Unsteady Conjugated Forced
Convection Between Two
Corotating Disks Using an Inverse
Solution Scheme
An inverse solution scheme based on the conjugate gradient method with the minimiza-
tion of the object function is presented for estimating the unknown wall heat flux of
conjugated forced convection flows between two corotating disks from temperature mea-
surements acquired within the flow field. The validity of the proposed approach is dem-
onstrated via the estimation of three time- and space-dependent heat flux profiles. A good
agreement is observed between the estimated results and the exact solution in every case.
In general, the accuracy of the estimated results is found to improve as the temperature
sensors are moved closer to the unknown boundary surface and the error in the measured
temperature data is reduced. �DOI: 10.1115/1.2976788�

Keywords: inverse solution, conjugated forced convection, conjugate gradient method,
corotating disks
Introduction
The problem of fluid flow and heat transfer in radial flows

etween two corotating disks is of practical significance in many
ngineering applications. In many cases, the fluid flow and heat
ransfer characteristics are unsteady. However, in conjugated heat
ransfer problems involving corotating disks, it is frequently dif-
cult, if not impossible, to measure the heat flux or temperature at

he rotating disk surface. Therefore, the use of some form of in-
erse technique is generally required. However, such inverse
roblems are ill-posed, and hence the estimated solutions are
ighly sensitive to errors in the measured input data. Various re-
earchers have proposed methods for overcoming the inherent in-
tability of inverse solution schemes �1–4�.

Moutsoglou �5� considered the problem of steady-state forced
onvection between parallel flat plates and used a straight inver-
ion scheme and the whole domain regularization technique to
stimate the unknown heat flux at the upper plate surface from
emperature data measured at the lower plate. Colaco and Orlande
6� investigated the inverse problem of predicting two boundary
eat fluxes in irregularly shaped channels containing a forced con-
ection flow. Huang and Ozisik �7� determined the spacewise
ariation of the heat flux along a parallel plate duct containing a
aminar flow stream from temperature measurements acquired at
arious locations within the flow field. Liu and Ozisik �8� em-
loyed the conjugate gradient method and an adjoint equation to
onduct an inverse analysis of the timewise variation of the wall
eat flux for the case of transient turbulent forced convection
ithin a parallel plate duct. Raghunath �9�, Bokar and Ozisik �10�,

nd Liu and Ozisik �11� considered the inverse convection prob-
em of determining the inlet temperature of a thermally develop-
ng hydrodynamically developed laminar flow between parallel
lates from temperature measurements taken downstream of the

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 24, 2007; final manuscript re-
eived April 21, 2008; published online September 24, 2008. Review conducted by

eter Vadasz.

ournal of Heat Transfer Copyright © 20
entrance region. Machado and Orlande �12� applied the conjugate
gradient method with an adjoint equation to estimate the timewise
and spacewise variations of the wall heat flux of a parallel plate
channel containing a laminar forced convection flow. Park and
Lee �13� derived the space-dependent wall heat flux of a duct
containing laminar flow using the Karhunen–Loeve Galerkin pro-
cedure. Fic �14� presented an inverse solution scheme for estimat-
ing the boundary velocity in steady-state convection-diffusion
heat transfer problems with a potential fluid flow. Li and Yan
considered the inverse problem of estimating the space- and time-
dependent wall heat flux distributions for an unsteady forced con-
vection within a parallel plate duct �15,16� and an annular duct
�17�, respectively. In a more recent study, Chen et al. �18,19�
considered the equivalent problem in a parallel annular duct.

Due to their practical significance, the fluid flow and heat trans-
fer characteristics of flow systems involving rotating bodies have
attracted considerable attention. For example, Attia �20� consid-
ered the unsteady flow of an incompressible viscous non-
Newtonian fluid above an infinite rotating disk. Seghir-Ouali et al.
�21� employed an experimental approach to investigate the prob-
lem of convective heat transfer within a rotating cylinder with an
axial air flow. Siddiqui et al. �22� obtained numerical solutions for
the effects of the hall current and heat transfer on the magnetohy-
drodynamic �MHD� flow of a Burger’s fluid induced by the pull of
eccentric rotating disks. Aus der Wiesche �23� performed large-
eddy simulations to establish the heat transfer characteristics of a
pair of corotating disks in a parallel air crossflow.

In unsteady conjugated heat transfer problems, the heat capac-
ity of the wall has a significant effect on the transient character-
istics of the forced convection heat transfer performance. The ef-
fects of wall conduction on the characteristics of mixed
convection channel flows in the direct solver were studied by Lee
and Yan �24� and Yan and Lee �25�, and the results indicated that
both the conduction in the wall and the wall heat capacity play an
important role in unsteady conjugated mixed convection channel
flow. Yan and Lee �26� also examined the characteristics of un-
steady conjugated mixed convection flow and the heat transfer
between two corotating disks. In Ref. �27�, Luna et al. applied the

energy equation and the integral boundary layer technique to per-
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orm a transient analysis of the conjugated heat transfer process in
he thermal entrance region of a circular duct containing a fully
eveloped laminar power-law fluid flow. Indinger and Shevchuk
28� presented numerical solutions for the transient laminar heat
ransfer characteristics of a rotating disk heated to a constant tem-
erature and then suddenly subjected to unsteady cooling in still
ir. Ozar et al. �29� and Basu and Cetegen �30,31� observed heat
ransfer phenomena in a thin liquid film flowing over a rotating
isk by the experiment and numerical method, separately. In a
ater study, Shevchuk �32� examined the unsteady conjugated heat
ransfer problem of a nonuniformly heated rotating disk. Lallave
t al. �33� investigated the conjugate heat transfer characteristics
f a rotating uniformly heated solid disk of finite thickness and
adius under the impingement of a confined liquid jet. Although
he conjugated mixed convection problem with the rotating sys-
em was the concern of those previous researchers, the direct so-
ution was used in most of these studies. Sladek et al. �34� com-
ined the Stehfest algorithm, the Laplace inversion, and the
eshless local Petrov–Galerkin method to solve the inverse heat

onduction problem of fluid flows within 3-D axisymmetric rotat-
ng bodies.

Reviewing literature, it is found that the problem of the un-
teady forced convection flow between two corotating disks has
eceived relatively little attention. However, the heat transfer char-
cteristics of radial flows between corotating disks are of practical
ignificance in many engineering applications and therefore merit
detailed investigation. In general, most previous studies of con-

ugated mixed convection in rotating systems employed direct nu-
erical approaches. However, in such systems, it is generally im-

ractical to measure the heat flux or temperature at the rotating
urface, and hence some form of inverse technique is required.
ccordingly, the current study develops an inverse scheme to in-
estigate the heat transfer characteristics of the unsteady laminar
orced convection flow between two corotating disks. In the pro-
osed approach, a conjugate gradient method is used to estimate
he space- and time-dependent wall heat fluxes acting on the sur-
ace of the upper disk from temperature data acquired from vari-
us locations within the flow field.

Analysis

2.1 Direct Problem. Figure 1 presents a schematic of the
roblem considered in the present analysis. As shown, the parallel
isks corotate at an angular speed � and have an opening of 2rin
t the center, a wall thickness of �, and a separation of s. The
eometry of the rotating disks is described using a cylindrical
oordinate system �r ,z�. The inlet coolant fluid flows radially out-
ards through the annular space between the two disks at a uni-

orm velocity uin and a uniform temperature Tin. Initially, the en-
ire system, i.e., the flowing fluid and the two disk walls, have a
niform temperature Tin. However, at time t=0, the upper disk
all is subjected to a wall heat flux qw, which varies as a function

Fig. 1 Geometry and coordinate system
f the time, t, or as a function of both the time and the radial
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position, r. As shown, the lower disk wall is thermally insulated.
The aim of the current inverse analysis is to estimate the heat

flux profile along the surface of the upper disk based on tempera-
ture measurements acquired at different locations within the cool-
ant fluid flow. To simplify the analysis, the following assumptions
are made. �1� The flow is steady, incompressible, and axisymmet-
ric. �2� The fluid is laminar and is a boundary layer flow. �3� The
flow has a high Peclet number and thus conduction in the radial
direction of the fluid is negligible. �4� The heat conducted in the
radial direction of the wall is sufficiently small to be neglected.
The following dimensionless quantities are introduced to nondi-
mensionalize the governing equations:

R =
r

s
, Z =

z

s
, Rin =

rin

s
, R� = R − Rin, ��R,Z,�� =

T − Tin

�Tc

Pe =
uins

� f
, Re =

uin

s�
, Ro =

�s

uin
, Q =

qw

qref

�1�

U =
u

uin
, V =

v
uin

, W =
w

uin
, P� =

p�

��uin
2 �

� =
�f t

s2 , K =
kw

kf
, 	 =

�

s
, A =

�w

� f

where kw and kf are the thermal conductivities of the plate and the
fluid, respectively, �w and � f are the thermal diffusivities of the
plate and the fluid, separately, T is the temperature, qw is the heat
flux applied to the wall, and qref is the reference heat flux. In this
paper, the heat transfer to the wall is assumed positive.

The dimensionless governing equations describing the problem
shown in Fig. 1 have the following form.

For the continuity equation,

��RU�
�R

+ R
�W

�Z
= 0 �2a�

For the radial momentum equation,

U
�U

�R
+ W

�U

�Z
−

V2

R
= −

dP�

dR
+ � 1

Re
� �2U

�Z2 + 2RoV �2b�

For the tangential momentum equation,

U
�V

�R
+ W

�V

�Z
+

UV

R
= � 1

Re
� �2V

�Z2 − 2RoU �2c�

For the energy equation,

Fluid � 1

Pe
� �� f

��
+ U

�� f

�R
+ W

�� f

�Z
= � 1

Pe
� �2� f

�Z2 �2d�

Plate
��w

��
= A

�2�w

�Z2 �2e�

The corresponding initial conditions and boundary conditions
are as follows:

� = 0: � f = �w = 0 �2f�

� 
 0: R = Rin: U − 1 = V = W = 0, � f = �w = 0 �2g�

Z = − 	:
��w�R,− 	,��

�Z
= 0 �2h�

Z = 0: U = V = W = 0, � f = �w, K
��w�R,0,��

�Z
=

�� f�R,0,��
�Z
�2i�
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Z = 1: U = V = W = 0, � f = �w, K
��w�R,1,��

�Z
=

�� f�R,1,��
�Z

�2j�

Z = 1 + 	: K
��w�R,1 + 	,��

�Z
= Q�R,�� �2k�

In the direct problem, the heat flux applied to the surface of the
pper disk is known, and the objective is to compute the dimen-
ionless temperature distribution in the fluid flow between the two
isks. In the direct solution procedure, the governing equations
re transformed into finite difference equations using a fully im-
licit numerical scheme in which the r-direction convection term
s approximated by the upstream difference method, the
-direction diffusion term by the central difference scheme, and
he unsteady term by the backward difference scheme. Note that
he full details of the numerical procedure are presented in Ref.
35� and are therefore omitted here. The resulting system of equa-
ions forms a tridiagonal matrix, which can then be solved using
he Thomas algorithm �36�.

2.2 Inverse Problem. In the direct problem described above,
he velocity distribution, initial conditions, and boundary condi-
ions are all known, and thus the temperature distribution in the
ow field and the upper disk is easily derived. However, in the

nverse problem, the dimensionless heat flux Q�R ,�� acting on the
urface of the upper disk is not known and must be estimated from
emperature data acquired using sensors located within the fluid
tream. Essentially, the problem of estimating the wall heat flux
rom the measured temperature data involves minimizing the fol-
owing objective function:

J = �
i=1

M

�
k=1

N

�� f ,i,k − �i,k�2 �3�

here � f ,i,k=� f�Ri ,Z1 ,�k� is the calculated dimensionless tempera-
ure corresponding to an estimated Q�R ,�� and �i,k
��Ri ,Z1 ,�k� is the measured dimensionless temperature. Note

hat Z1=0 indicates that the temperature sensors are located at the
nterface between the fluid and the lower disk wall. Similarly, 0

Z1�1 implies that the sensors are positioned at some vertical
eight within the fluid stream, while Z1=1 indicates that the tem-
erature measurements are acquired at the interface between the
uid and the upper disk wall. Finally, M and N indicate the num-
er of measurement data in the R and � dimensions, respectively.
In the inverse solution procedure performed in this study, the

onjugate gradient method �37� is used to determine the unknown
all heat flux Q�R ,�� by minimizing the objective function J. The

terative process employed to do so can be expressed as

Qm,n
p+1 = Qm,n

p − pdm,n
p �4�

here Qm,n=Q�Rm ,�n�, p is the step size, and dm,n
p is the direc-

ion of descent and is determined from

dm,n
p = � �J

�Qm,n
�p

+ �pdm,n
p−1 �5�

n which the conjugate coefficient �p is calculated as

�p =

�
m=1

M

�
n=1

N �� �J

�Qm,n
�p	2

�
m=1

M

�
n=1

N �� �J

�Qm,n
�p−1	2

with �0 = 0 �6�

n Eq. �6�, �J /�Qm,n represents the gradient of the objective func-
p
ion. The step size  in Eq. �4� is determined from
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p =

�
i=1

M

�
k=1

N

�� f ,i,k
p − �i,k��

m=1

M

�
n=1

N � �� f ,i,k

�Qm,n
�p

dm,n
p

�
i=1

M

�
k=1

N ��
m=1

M

�
n=1

N � �� f ,i,k

�Qm,n
�p

dm,n
p 	2 �7�

where �� f ,i,k /�Qm,n is the sensitivity coefficient. This coefficient
can be obtained by differentiating the direct problem with respect
to Qm,n, i.e.,

� 1

Pe
� �

��
� �� f

�Qm,n
� + U

�

�R
� �� f

�Qm,n
� + W

�

�Z
� �� f

�Qm,n
�

= � 1

Pe
� �2

�Z2� �� f

�Qm,n
� �8a�

�

��
� ��w

�Qm,n
� = A

�2

�Z2� ��w

�Qm,n
� �8b�

� = 0:
�� f�R,Z,0�

�Qm,n
=

��w�R,Z,0�
�Qm,n

= 0 �8c�

� 
 0: R = Rin:
�� f�Rin,Z,��

�Qm,n
=

��w�Rin,Z,��
�Qm,n

= 0 �8d�

Z = − 	:
�

�Z
� ��w�R,− 	,��

�Qm,n
� = 0 �8e�

Z = 0:
�� f�R,0,��

�Qm,n
=

��w�R,0,��
�Qm,n

= 0 �8f�

K
�

�Z
� ��w�R,0,��

�Qm,n
� =

�

�Z
� �� f�R,0,��

�Qm,n
� �8g�

Z = 1:
�� f�R,1,��

�Qm,n
=

��w�R,1,��
�Qm,n

= 0 �8h�

K
�

�Z
� ��w�R,1,��

�Qm,n
� =

�

�Z
� �� f�R,1,��

�Qm,n
� �8i�

Z = 1 + 	: K
�

�Z
� ��w�R,1 + 	,��

�Qm,n
� = û�R − Rm,� − �n� �8j�

for m=1,2 , . . . ,M and n=1,2 , . . . ,N, where

û�R − Rm,� − �n� = 
1 if R = Rm, � = �n

0 otherwise
� �8k�

The gradient of the objective function, �J /�Qm,n, is determined
by differentiating Eq. �3� with respect to Qm,n, i.e.,

�J

�Qm,n
= 2�

i=1

M

�
k=1

N

��i,k − �i,k�
�� f ,i,k

�Qm,n
�9�

In general, if the inverse problem contains no measurement
errors, the condition

J�Qm,n
p � � � �10�

can be used as a termination criterion for the iterative process,
where � is a small specified positive number. However, in the
current case, the measured temperature data inevitably contain a
degree of error. Accordingly, the termination criterion is specified
using the discrepancy principle �38�, i.e.,

J�Qm,n
p � � MN�2 �11�

where � is the standard deviation of the measurement error.
The computational procedure employed to solve the current in-
verse convection problem can be summarized as follows.
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Step 1. Solve the sensitivity problem to calculate the sensitivity
oefficient �� f ,i,k /�Qm,n.

Step 2. Make an initial guess of the dimensionless heat flux

m,n
0 and set the iteration step number to p=0.
Step 3. Solve the direct problem to compute � f ,i,k.
Step 4. Calculate the objective function. Terminate the iteration

rocess if the specified criterion is satisfied; otherwise go to Step
.

Step 5. Knowing �� f ,i,k /�Qm,n, � f ,i,k, and �i,k, compute the gra-
ient of the objective function, �J /�Qm,n.
Step 6. Knowing �J /�Qm,n, compute �p and dm,n

p .
Step 7. Knowing �� f ,i,k /�Qm,n, � f ,i,k, �i,k, and dm,n

p , compute for
p.
Step 8. Knowing p and dm,n

p , compute Qm,n
p+1. Set p= p+1 and

eturn to Step 3.

Results and Discussions
As described above, the aim of the current inverse analysis is to

stimate the unknown heat flux acting on the surface of the upper
isk in the corotating pair from temperature measurements taken
ithin the flow field or at the interface between the flow field and

he upper or lower disks. As shown in Fig. 1, three types of
oundary are applied on the corotating disks, i.e., the interface
etween the disk wall and the fluid, the quantity of the heat flux
ntering the upper disk surface, and the adiabatic boundary on the
ower disk wall. In practice, such temperature measurements in-
vitably contain a certain degree of error. To reflect this, the tem-
erature data, �, used in the present simulations as the basis for
stimating the unknown boundary conditions, are computed by
dding a random error to the exact temperature solutions, �, ob-
ained by solving the direct problem, i.e.,

� = � + �� �12�

here � is the standard deviation of the measurement data and �
s a random variable with a normal distribution, a zero mean, and

unit standard deviation. The value of � is calculated using the
MSL subroutine DRNNOR �39� and is specified within the range
2.576���2.576, which represents the 99% confidence bound

or the measured temperature.
The validity and applicability of the proposed inverse solution

rocedure are demonstrated by considering three different heat
ux profiles.
In Case 1,

Q��� = 0.01�, � � 500 �13a�

Q��� = 0.01�1000 − ��, � 
 500 �13b�
In Case 2,

Q��� = 5 sin���/1000� �13c�
In Case 3,

Q�R,�� = 0.125R� sin���/1000� �13d�
As can be seen, the heat flux profiles in Cases 1 and 2 have the

orm of simple time-dependent triangular and sinusoidal func-
ions, respectively, whereas Case 3 considers the rather more com-
licated scenario of a wall heat flux that varies both in time and
pace. In performing the simulations, the dimensionless thickness
f the disk wall, 	, is assumed to be 0.1, and 41 equally spaced
easurements are taken in the ranges 0�R��40 and 0��
1000, respectively. These data are then used as input data to

econstruct the unknown wall heat flux in the inverse problem.
he simulations consider an air stream �Pr=0.7� flowing between

wo corotating disks with carbon steel walls �K=2000 and A
0.65�. The opening radius, Rin, and the through-flow Reynolds
umber, Re, are assumed to be 20 and 500, respectively.

To evaluate the robustness of the proposed inverse solution pro-

edure, the three heat flux profiles described in Eqs. �13a�–�13d�
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are estimated under the assumptions of measurement errors of �
=0, 0.03, 0.06, or 0.09, respectively, and sensor positions of Z1
=0–0.9. The accuracy of the estimated results is quantified using
the following absolute average error index:

� =
1

nt
�
j=1

nt

�f − f0� �14�

where f is the estimated result with measurement errors, f0 is the
exact result, and nt is the number of temporal steps. Clearly, a
smaller value of � indicates a better estimation result, and vice
versa.

Figure 2 compares the exact solution of the Case 1 heat flux
profile with the estimated results obtained under the assumption of
temperature measurement errors of �=0.03 and �=0.06, respec-
tively. Note that in both cases, the temperature sensor is assumed
to be located at Z1=0.9. In general, when the temperature mea-
surements are error-free, the estimated heat flux profile virtually
coincides with the exact solutions. Furthermore, a good general
agreement exists between the exact result and the inverse solu-
tions even when the temperature measurements include an error
component. Thus, the robustness of the proposed inverse solution
scheme is confirmed. From inspection, the absolute average errors
of the estimated dimensionless heat fluxes are found to be 0.144
and 0.174 for measurement errors of �=0.03 and �=0.06, respec-
tively. In addition, the corresponding relative errors are computed
to be around 2.88% and 3.48%, respectively, where the relative
error is defined as the absolute average error divided by the maxi-
mum wall heat flux.

Figure 3�a� illustrates the variation of the absolute average error
of the estimated results with the temperature measurement error as
a function of the sensor location under various conditions in
which � ranges from 0.0 to 0.09 at Z1=0.0, 0.3, 0.6, or 0.9, sepa-
rately. In general, large measuring errors make the estimated re-
sults diverge from the error-free solutions. It is observed that the
absolute average error increases with an increasing measurement
error, but decreases with an increasing value of Z1, i.e., the sen-
sors are moved closer toward the upper disk. For convenience, the
data presented in Fig. 3�a� are also tabulated in Table 1. It is noted
in Table 1 that the absolute average errors are relatively amplified
when � is increased from 0.03 to 0.06, compared with that when
� is changed from 0.06 to 0.09, especially Z1=0.0 and 0.3. From
inspection, it is found that the absolute average error is highly
sensitive to input data errors over the range �=0.03–0.06, par-
ticularly when the sensors are located further from the unknown

Fig. 2 Comparison of the exact result and inverse results „�
=0.03 and �=0.06… for the Case 1 heat flux profile „Z1=0.9…
boundary surface, i.e., at Z1=0.0 or Z1=0.3, respectively. Figure
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�b� illustrates the variation of the absolute average error with the
ensor location as a function of the temperature measurement er-
or. It is apparent that irrespective of the magnitude of the mea-
urement error, the absolute average error reduces significantly as
he value of Z1 increases beyond 0.2. In other words, an improved
stimation performance is obtained as the sensors are moved
loser to the unknown boundary of interest. Overall, the results
how that the accuracy of the inverse solution scheme improves as
he error in the temperature measurement data decreases or the
istance between the temperature sensors and the upper boundary
urface reduces.

ig. 3 Variation of the absolute average error with the „a… mea-
urement error as a function of sensor location and „b… the
ensor location as a function of the measurement error for the
ase 1 heat flux profile

Table 1 The absolute average errors at diffe
Case 1

� 0.0 0.01 0.02 0.03 0

Z1=0.0 0.05 0.485 0.633 0.719 0
Z1=0.3 0.04 0.475 0.608 0.665 0
Z1=0.6 0.004 0.199 0.258 0.312 0
Z1=0.9 0.0 0.081 0.104 0.144 0
ournal of Heat Transfer
To evaluate the effect of the sensor location on the estimation
performance of the proposed scheme, Fig. 4 compares the esti-
mated and exact solutions for the Case 1 heat flux profile for a
constant temperature measurement error of �=0.03 and sensor
locations of Z1=0.0, 0.5, and 0.9, respectively. In general, it is
seen that the deviation between the estimated results and the exact
solution increases as the value of Z1 decreases. In other words, the
accuracy of the estimated heat flux reduces as the sensors are
moved further from the unknown boundary surface.

To verify the applicability of the inverse solution scheme to the
estimation of unknown time-dependent heat flux profiles of vari-
ous forms, the simulation procedure described above was repeated
for the second heat flux boundary condition, i.e., the time-
dependent sinusoidal profile given in Eq. �13c�. Figure 5�a� com-
pares the exact solution with the estimated results obtained using
input data with measurement errors of �=0.03 and �=0.06, re-
spectively, and the sensor location is Z1=0.9. As in Fig. 2, it can
be seen that a good agreement is obtained between the exact result
and the estimated solutions as the value of the measurement error
is reduced. Figure 5�b� shows the effect of the sensor location on
the accuracy of the estimated results given a constant measure-
ment error of �=0.03. As in the previous example, the deviation
between the estimated result and the exact solution increases as
the sensor is moved further from the upper wall. Figure 6 plots the
variation of the absolute average error with the sensor location as
a function of the measurement error. It is evident that the accuracy
of the estimated results improves as the error in the measurement
data decreases or the sensor is moved closer to the upper wall
surface.

Finally, the wall heating condition of Case 3, which is a func-
tion of space �R�� and time ���, is tested. Figure 7 shows the
estimated heat fluxes at R�=8, 20, and 32 under different mea-
surement errors ��=0.03 and �=0.06� for wall heating conditions

t � and Z1 for the wall heating condition of

0.05 0.06 0.07 0.08 0.09

6 0.877 0.88 0.882 0.885 0.887
9 0.814 0.817 0.82 0.823 0.827
7 0.388 0.406 0.429 0.5 0.5
4 0.169 0.174 0.191 0.215 0.226

Fig. 4 Comparison of the exact result and inverse results „�
=0.03… for the Case 1 heat flux profile as a function of the sen-
sor location
ren

.04

.80

.73

.35

.14
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of Case 3 and compared with the exact data; the sensor location is
Z1=0.9. As shown, the heat flux considered in this example is
both time- and space-dependent. In general, it can be seen that the
absolute value of the heat flux increases with an increasing value
of R�. Finally, it is noted that for a given value of R�, the accuracy
of the estimated results improves as the measurement error re-
duces. Figure 8 shows the variation of the absolute average error
with the sensor location as a function of the measurement error.
As in previous examples, it can be seen that the accuracy of the
estimated results improves as the sensor is moved toward the un-
known boundary surface or as the measurement error is reduced.
Table 2 summarizes the variation of the absolute average error as
a function of both the measurement error and the sensor location.
The results show that the accuracy of the estimated results reduces
when the sensor is positioned closer to the lower wall. For ex-
ample, given a constant measurement error of �=0.09, the esti-
mation errors corresponding to sensor locations of Z1=0.0, 0.3,
0.6, and 0.9 are found to be 1.055, 1.017, 0.436, and 0.246, re-

Fig. 7 Comparison of the exact result and inverse results „�
=0.03 and �=0.06… for the Case 3 heat flux profile „Z1=0.9…

Fig. 8 Variation of the absolute average error with the sensor
location as a function of the measurement error for the Case 3
ig. 5 Comparison of the exact result and inverse results for
he Case 2 heat flux profile: „a… �=0.03 and �=0.06 „Z1=0.9…
ig. 6 Variation of the absolute average error with the sensor
ocation as a function of the measurement error for the Case 2
heat flux profile
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pectively. However, it is apparent that the effect of the sensor
ocation on the accuracy of the estimated results becomes less
ronounced as the measurement error reduces.

In general, the results presented in this section of the paper
onfirm the ability of the proposed inverse solution scheme to
stimate surface heat flux profiles of various forms given knowl-
dge of the corresponding temperature distribution within the fluid
eld. Overall, the results demonstrate that the accuracy of the
stimated solutions is enhanced as the temperature sensors are
oved toward the unknown boundary surface or the precision of

he measured temperature data is improved.

Conclusions
This study has presented an inverse scheme based on the con-

ugate gradient method to estimate the space- and time-dependent
all heat flux in the problem of unsteady conjugated forced con-
ection between two parallel corotating disks. The validity of the
roposed approach has been demonstrated by considering three
ifferent heat flux profiles. In general, the results have shown that
he solution scheme yields satisfactory results for all three pro-
les. It has also been shown that the accuracy of the estimated
esults can be enhanced by suppressing the error in the measure-
ent data or by locating the temperature sensors closer to the

nknown boundary surface.
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omenclature
A � dimensionless thermal diffusivity
d � direction of descent
f � estimated result with measurement errors

f0 � exact result
h � heat transfer coefficient
J � objective function
K � dimensionless thermal conductivity
k � thermal conductivity

M � number of the measured data in the R direction
N � number of the measured data in the � direction
nt � number of temporal steps

P� , p� � dimensionless and dimensional pressure
departures

Pe � Peclet number
Q � dimensionless wall heat flux

qw � wall heat flux
qref � reference heat flux
R ,r � dimensionless and dimensional radial

coordinates
R � dimensionless relative radial position

Rin ,rin � dimensionless and dimensional radius openings
Re � Reynolds number
Ro � rotation number

s � disk spacing
T � temperature

Table 2 The absolute average errors at diffe
Case 3

Z1 0.0 0.1 0.2 0.3

�=0.0 0.071 0.07 0.068 0.034
�=0.03 0.642 0.668 0.687 0.645
�=0.06 1.049 1.049 1.043 1.01
�=0.09 1.055 1.056 1.05 1.017
Tin � inlet temperature

ournal of Heat Transfer
t � time
U ,V ,W � dimensionless velocity

uin � inlet velocity
u ,v ,w � velocity

Z1 � Z-coordinate position of temperature sensors
� � measured dimensionless temperature data

Greek Symbols
� � thermal diffusivity
 � step size
� � disk wall thickness
� � absolute average error
� � conjugate coefficient
� � angular speed of corotating disks
� � specified positive number
	 � dimensionless disk wall thickness
� � kinematic viscosity
� � dimensionless temperature
� � standard deviation
� � dimensionless time
� � random variable

Superscript
p � pth iteration

Subscripts
f � fluid

w � wall
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Computational Analysis of
Surface Curvature Effect on Mist
Film-Cooling Performance
Air-film cooling has been widely employed to cool gas turbine hot components, such as
combustor liners, combustor transition pieces, turbine vanes, and blades. Studies with
flat surfaces show that significant enhancement of air-film cooling can be achieved by
injecting water droplets with diameters of 5–10 �m into the coolant airflow. The mist/
air-film cooling on curved surfaces needs to be studied further. Numerical simulation is
adopted to investigate the curvature effect on mist/air-film cooling, specifically the film
cooling near the leading edge and on the curved surfaces. Water droplets are injected as
dispersed phase into the coolant air and thus exchange mass, momentum, and energy
with the airflow. Simulations are conducted for both 2D and 3D settings at low labora-
tory and high operating conditions. With a nominal blowing ratio of 1.33, air-only adia-
batic film-cooling effectiveness on the curved surface is lower than on a flat surface. The
concave (pressure) surface has a better cooling effectiveness than the convex (suction)
surface, and the leading-edge film cooling has the lowest performance due to the main
flow impinging against the coolant injection. By adding 2% (weight) mist, film-cooling
effectiveness can be enhanced approximately 40% at the leading edge, 60% on the
concave surface, and 30% on the convex surface. The leading edge film cooling can be
significantly affected by changing of the incident angle due to startup or part-load op-
eration. The film cooling coverage could switch from the suction side to the pressure side
and leave the surface of the other part unprotected by the cooling film. Under real gas
turbine operating conditions at high temperature, pressure, and velocity, mist-cooling
enhancement could reach up to 20% and provide a wall cooling of approximately 180
K. �DOI: 10.1115/1.2970071�

Keywords: film cooling, surface curvature, mist cooling, heat transfer enhancement
Introduction
Cooling of gas turbine �GT� hot components is a critical task

ecause these components such as combustor liners, combustor
ransition pieces, turbine vanes �nozzles�, and blades �buckets�
eed to be protected from the flue gas at extremely high tempera-
ure. External air-film cooling, as well as internal cooling, has
een successfully used in protecting turbine airfoils for the last
alf-century �1,2� with a continuous research effort striving to
ake the cooling more effective.
Film cooling. In film cooling, there are many flow and geomet-

ic parameters that affect the cooling performance, such as jet hole
hape, coolant injection angle, blowing ratio, inlet velocity profile,
urbulence intensity, and coolant-supply plenum configuration. In
eneral, cooling can be optimized with a comprehensive study on
he effect of all these factors. For example, Jia et al. �3� investi-
ated a slot jet film cooling by using numerical simulations to-
ether with experiments. Kwak and Han �4,5� measured the heat
ransfer coefficients and film-cooling effectiveness on a gas tur-
ine blade tip. Wang et al. �6� conducted an experimental study
ocusing on the flow mixing behavior inside the slots. Bell et al.
7� studied film cooling from shaped holes and measured the local
nd averaged adiabatic film-cooling effectiveness. Brittingham
nd Leylek �8� performed the numerical simulation on film cool-
ng with compound-angle shaped holes. Colban et al. �9� com-
ared the cylindrical and fan-shaped film cooling on a vane end-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 29, 2007, final manuscript re-
eived April 16, 2008; published online September 15, 2008. Review conducted by

inking Chyu.

ournal of Heat Transfer Copyright © 20
wall at low and high free-stream turbulence levels.
Suryanarayanan et al. �10� measured the film-cooling effective-
ness under rotation on the rotor blade platform.

Curvature effect on film cooling. Most of the above studies used
flat surfaces and supplied a main flow. In the real gas turbine
application, the film-cooling flow in the leading-edge area is sub-
ject to impingement from the main flow �shower-head cooling�,
which possesses very different flow mechanism from those further
downstream where the main flow is basically parallel to the sur-
face. The coolant flow structure will also be affected by the strong
curvature near the leading edge. The strong leading-edge curva-
ture is further demarcated into concave and convex curvatures on
the suction surface and pressure surface, respectively. Nicolas and
Le Meur �11� compared the performance of film cooling with
curved walls to that with a flat plate. The performance was im-
proved for the concave wall with relatively high mass flow rate
ratios, while the cooling efficiency on the convex wall was less
than that on the plate. Mayle et al. �12� also compared film cool-
ing with a slot jet on curved surfaces to that on a flat surface.
Convex curvature was found to increase the adiabatic wall effec-
tiveness whereas concave curvature was found to be detrimental.
The finding of Mayle et al. seems to be opposite to the Nicolas
and Le Meur’s study. Ito et al. �13� measured the local film cool-
ing with a row of jets on a gas turbine blade. The static pressure
force around the jet on the convex wall produced a higher effec-
tiveness than that on a flat wall when the momentum flux ratio
was small. At a large momentum flux ratio, the inertia of the jet
forced the jet to move away from the wall and the cooling effec-
tiveness became smaller. The effect of curvature on the concave
side was the reverse of those for the convex surface. Later,
Schwarz et al. �14� showed that the opposite performance might

be caused by different coolant injection rates. At low blowing

DECEMBER 2008, Vol. 130 / 121901-108 by ASME
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ates, film cooling was more effective on the convex surface than
n a flat or a concave surface. As the injection rate increased, the
ormal and tangential jet momenta promoted lift-off from the con-
ex surface, thereby lowered the performance. Jiang and Han �15�
tudied the effect of film hole row location on local film-cooling
ffectiveness distribution on a turbine blade model. Results indi-
ated that injection from a different film hole row location pro-
ided a different effectiveness distribution on pressure and suction
urfaces depending on local mainstream velocity and blade curva-
ure. Berhe and Patankar �16� conducted a numerical study to
nvestigate the effect of surface curvature on cooling effective-
ess. For the low blowing ratios considered, the convex surface
esulted in a higher cooling effectiveness than both the flat and
oncave surfaces. On the concave surface, the mixing between the
oolant jet and the mainstream was strong, so the cooling effec-
iveness degraded. To enhance the film-cooling performance in the
icinity of the turbine blade leading edge, Kim et al. �17� inves-
igated the flow characteristics of the film-cooled turbine blade
sing a cylindrical body model. Their results showed that the
lowing ratio had a strong effect on film-cooling effectiveness as
ell as the coolant trajectory.
Mist cooling. As the working gas temperature continuously in-

reases to augment thermal efficiency, new cooling techniques are
eeded to surpass incremental improvements of convectional gas
urbine cooling technologies. A promising technology to enhance
lm cooling is to inject water mist �small droplet� into the coolant
ow. Each droplet acts as a cooling sink and flies over a distance
efore it completely vaporizes. This “distributed cooling” charac-
eristic allows controlled cooling by manipulating different sizes
f injected water droplets. Another important merit of employing
ist film cooling is that some larger droplets can fly longer and

vaporate farther into the downstream region where single-phase
ir-film cooling becomes less effective. Li and Wang �18,19�
imulated air/mist film cooling and showed that a small amount of
ist injection �2% of the coolant mass flow rate� could increase

he adiabatic cooling effectiveness about 30−50% under low tem-
erature, velocity, and pressure conditions similar to those in the
aboratory. Under the GT operating conditions with high tempera-
ure and high pressures �Wang and Li �20��, the cooling enhance-

ent was found less attractive in terms of “enhancement percent-
ge” �10–20%� than the cases with low pressure, velocity, and
emperature conditions. However, due to high surface temperature
n the real gas turbine condition, relatively smaller percentage of
ooling enhancement can result in larger wall temperature reduc-
ion, which is critical to significantly extend the life expectancy of
as turbine airfoils. Li and Wang �21� presented the air/mist film
ooling heat transfer coefficient under nonadiabatic wall condition
ncluding conjugate condition employing internal channel cooling.

Enhancing heat transfer by injecting tiny water droplets is not a
ew concept. Related applications have been developed and re-
earch has been conducted. One example is gas turbine inlet cool-
ng �22�. Furthermore, fog overspray is used to provide cooling in
he compressor. Petr �23� performed a thermodynamic analysis of
he gas turbine cycle with wet compression. Nirmalan et al. �24�
onducted an experimental study of turbine vane heat transfer
ith water-air mist cooling. The authors’ research group con-
ucted a series of mist/steam cooling experimental studies
25–28� for application in the H-type gas turbine using a closed-
oop steam cooling scheme.

The previous mist/air-film-cooling simulations were conducted
n flat surfaces with the main flow parallel to the surface �18–21�.
his paper will focus on investigating the shower-head film cool-

ng near the leading edge and the subsequent curved surface ef-
ects on mist film cooling. The flow fields over the curved sur-
aces are expected to create a body force exerted on the water
roplet by the cross-stream pressure gradient. It is interesting to
ee how these effects would alter the water droplet dynamics and
ead to different film-cooling performances from that on a flat

urface.

21901-2 / Vol. 130, DECEMBER 2008
2 Numerical Model

2.1 Airfoil and Cooling Hole Configurations. While the
configuration of the internal channel and jet holes in real gas
turbine airfoil can be complicated, a simplified schematic of tur-
bine blade with film-cooling holes is shown in Fig. 1�a�. In gen-
eral, the coolant air enters the cooling channel from the blade root
and then is injected through the holes at locations of leading edge,
side surfaces, and trailing edge. The complete cooling process is a
combination of external film cooling and internal convective
cooling.

Figure 1�b� shows the periodic computational domain for the
2D cases and the injection holes �slots�. The blade has a chord
length of 0.215 m, and the distance between the two blades is
0.225 m. There are a total of 30 blades with a hub diameter of
2.15 m. The injection angle for both pressure and suction sides is
35 deg, while the injection angle at the leading edge is 75 deg.

Fig. 1 Schematic of film cooling and computational domain:
„a… film-cooling concept, „b… 2D cases, and „c… 3D cases
The size of all the holes is about 1 mm. The jet hole is located at
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0 mm downstream from the leading edge on the suction side and
0 mm on the pressure side. For the 3D case shown in Fig. 1�c�,
he flow is approximated as periodic in the radial direction so that
nly one of the holes in a row is considered. The hole with a
iameter of 1 mm lies in the plane of the main inlet velocity
ector and the leading edge with an angle of 55 deg to the main
ow. The center-to-center distance between the two adjacent holes

s 10 mm.

2.2 Numerical Method. To simulate film cooling with mist,
t is feasible to consider the droplets as a discrete phase since the
olume fraction of the liquid is usually small ��1%�. The droplets
re tracked in a Lagrangian frame of reference, and the mass,
omentum, and heat transfer are computed between the discrete

hase and the continuous flow. The effect of droplets on the con-
inuous phase is incorporated as a source term to the governing
quations. This method has been used in many studies such as
ispersion of postdryout dispersed flow �29�, evaporating droplets
n a swirling jet �30�, and evaporating spray in turbulent gas flow
31�. The Lagrangian method has also been used in the studies of
ist film cooling with a flat surface by the authors �18–21�.
To apply the discrete phase model to mist film cooling, the

ime-averaged steady-state Navier–Stokes equations, as well as
quations for mass, energy and species transport, are solved. The
eynolds number �Re� of the main flow �based on the duct height
nd the inlet condition� is over 90,000. Therefore, a turbulence
odel has to be considered. In this study, the standard k−� model

s employed. Since the standard k-� model is mainly valid for high
eynolds number fully turbulent flow, an enhanced wall function

s used for the region close to the wall. Basically, the whole do-
ain is separated into a viscosity-affected region and a fully tur-

ulent region by defining a turbulent Reynolds number. The stan-
ard k-� model is used in the fully turbulent region, and the one-
quation model of Wolfstein �32� is used in the viscosity-affected
egion. The turbulent viscosities calculated from these two regions
re blended to smooth the transition. The constants in turbulence
quations are consistent with Ref. �33�. More details on the gov-
rning equations, as well as the turbulence model, were docu-
ented in Refs. �18,19�. An extended discussion on the turbulence
odel is given later in this paper.
Stochastic Particle Tracking. The standard k-� turbulence
odel is based on the time-averaged equations. Using this flow

elocity to trace the droplet will result in an averaged trajectory.
n the real flow, the instantaneous velocity fluctuation would make
he droplet dance around this average track. However, the instan-
aneous velocity is not calculated in the current approach as the
ime-averaged Navier–Stokes equations are solved. One way to
imulate the effect of instantaneous turbulence on droplet disper-
ion is to use the stochastic tracking scheme �34�. Basically, the
roplet trajectories are calculated by using the instantaneous flow
elocity �ū+u�� rather than the average velocity �ū�. The velocity
uctuation is then given as

u� = ��u�2�0.5 = ��2k/3�0.5 �1�

here � is the normally distributed random number. This velocity
ill apply during a characteristic lifetime of the eddy �te�, given

rom the turbulence kinetic energy and dissipation rate. After this
ime period, the instantaneous velocity will be updated with a new

value until a full trajectory is obtained. When the stochastic
racking is applied, the basic interaction between the droplets and
he continuous phase remains the same, accounted for by the
ource terms in the conservation equations. The source terms are
ot directly but rather indirectly affected by the stochastic method.
or example, the drag force between the droplets and the airflow
epends on the slip velocity calculated by the averaged Navier–
tokes equations if without the stochastic tracking. With the sto-
hastic tracking, a random velocity fluctuation is imposed at an
nstant of time, and the drag force and additional convective heat

ransfer will be calculated based on this instantaneous slip veloc-

ournal of Heat Transfer
ity. The source terms associated with this instantaneous drag force
and convective heat transfer enter the momentum and energy
equations without any additional formulation. For a steady-state
calculation, the “instant of time” means “each iteration step.”
Therefore, the averaged momentum equation will not be affected
by the stochastic tracking scheme, rather the trajectory of the
droplet will reflect the effect of the imposed instantaneous pertur-
bation.

2.3 Boundary Condition Setup
Airflow. Two sets of operating conditions are considered. The

first set is for a typical laboratory condition featured with low
temperature, velocity, and pressure. The main flow is assumed to
be dry air �zero humidity�. The uniform velocity �10 m/s� and the
temperature �400 K� are assigned to the mainstream inlet. Coolant
flow is assigned as saturated air �100% relative humidity�. The jet
inlet velocity is 10 m/s, and the temperature is 300 K. The blow-
ing ratio, which is defined as M = ��v�jet / ��v�main, is 1.33 in this
case. The inlet condition of the turbulence is specified by the
turbulence intensity and the hydraulic diameter to calculate the
turbulence length scale. The turbulent intensity is 3% at the main-
stream inlet and 1% at the coolant flow inlet. The flow exit �outlet�
of the main computational domain is assumed to be at a constant
pressure of 1 atm. All the walls in the computational domain are
adiabatic and have a no-slip velocity boundary condition. Note
that the above assigned temperature and velocity conditions are
referenced in several previous studies of air-film cooling, for ex-
ample, in Refs. �7,8�.

The second set of parameters is associated with practical gas
turbine operating conditions, featured with high temperature, ve-
locity, and pressure. The main flow in this case has a temperature
of 1561 K and a velocity of 128 m/s, while the jet flow has a
temperature of 644 K and a velocity of 106 m/s. These parameters
give a blowing ratio of 2 and a Reynolds number of 1.61�106,
based on a chord length of 0.215 m. The operational pressure is 15
atm. These settings are not selected to match any specific com-
mercial model but they are a realistic representation of typical gas
turbine operating conditions.

Droplet injection. The droplet is uniformly given as either
5 �m or 10 �m in diameter. The mass ratio of mist over the
cooling airflow is 2% for lower operating conditions, which is
about 7.0�10−4 kg /s for the 2D slot with a width of 1 mm and a
unit depth of 1 m. For the high operating condition, the mist
concentration is 10% because more heat needs to be absorbed in
this case due to the large temperature difference. Mist is injected
at ten locations uniformly distributed along the 2D jet inlet. The
3D case is run at low operating conditions, and the number of
injection locations is 41. The trajectory number for stochastic
tracking is chosen to be 25. The trajectory number is the number
of droplet paths tracked from each injection location by using
different turbulence fluctuating velocity. The boundary condition
of droplets at walls is assigned as “reflect,” which means the
droplets elastically rebound off once reaching the wall. At the
outlet, the droplets just simply flee/escape from the computational
domain.

2.4 Meshing and Simulation Procedures. To conduct nu-
merical simulation, the computational domain is meshed with a
proper setup on the boundary conditions. As shown in Fig. 2,
unstructured and nonuniform grids are constructed in this study,
and the basic element is triangles for the 2D case. The grids near
the blade surface as well as the cooling holes are denser than the
other areas. Furthermore, the near-wall grid is adapted twice �four
times finer� to capture the wall effect on calculated results for both
single-phase and mist film-cooling cases. The total number of the
cells for the 2D domain is 62,800, while the 3D domain has a total
mesh of 337,000 �not shown in the figure�.

The commercial software package FLUENT �version 6.2.16�
from Fluent, Inc. �Lebanon, NH� is adopted. The simulation uses

the segregated solver, which employs an implicit pressure-

DECEMBER 2008, Vol. 130 / 121901-3
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orrection scheme �34�. The SIMPLE algorithm is used to couple
he pressure and velocity. Second order upwind scheme is selected
or spatial discretization of the convective terms and species. After
btaining an approximate flow field of the airflow, the droplet
rajectories are calculated by using Lagrangian trajectory calcula-
ions. At the same time, the drag, heat, and mass transfer between
he droplets and the airflow are calculated. Iteration proceeds al-
ernatively between the continuous and discrete phases. Ten itera-
ions in the continuous phase are conducted between the two it-
rations in the discrete phase. Converged results are obtained after
he residuals are less than the specified values. A converged result
enders a mass residual of 10−4, an energy residual of 10−6, and
omentum and turbulence kinetic energy residuals of 10−5. These

esiduals are the summation of the imbalance for each cell, scaled
y a representative of the flow rate. Typically, 2000–4000 itera-
ions are needed to obtain a converged result, which takes about
−5 h physical time on a 2.8 GHz Pentium 4 personal computer

or a 2D case and five to ten times longer for the 3D cases.

2.5 Discussion of the Modeling. The flow near the leading
dge of a turbine blade actually impinges on the surface and cre-
tes a strong streamwise pressure gradient near the stagnation re-
ion. The presence of the high-pressure gradient field usually sup-
resses any turbulence production and could even relaminarize the
ow in the boundary layer. Therefore, appropriate handling of

aminar-turbulent transition downstream of the leading edge is
lso important despite the laminar flow in the gas turbine environ-
ent being more of “disturbed” nature attributed to high

reestream turbulence and unsteady disturbance. These phenom-
na further complicate prediction and modeling of the flow field.
n this study, no attempt has been made to tackle the complexity
f the above issues.

Note that the constants adopted in the turbulence model may
ot be the most appropriate values for mist film-cooling flow,
specially on the flow near the leading edge. Usually these con-
tants need to be “tuned” for different flow physics such as im-
ingement flow, accelerated flow, decelerated flow, separated flow,
ow-Reynolds number flow, curved flow, and rotating flow. A bet-
er knowledge is needed on what values these turbulence con-
tants should be for a mist film-cooling flow. Furthermore, the
ain purpose of this study is to investigate the effect of adding
ist to the air flow on film-cooling effectiveness rather than to

tudy how turbulence models should be modified to predict mist

ig. 2 Meshes of partial domain and details near injection
oles „with grid adaptation…
lm-cooling flow more accurately under the influence of curva-

21901-4 / Vol. 130, DECEMBER 2008
ture. Therefore, using the same values of these turbulence con-
stants for both the air-only flow and the air/mist flow provides a
controlled condition for a meaningful comparison of the results.
Again, the detailed turbulence model and associated constants
were documented in Refs. �18,19�.

3 Results and Discussion

3.1 Film Cooling Near Turbine Blade Leading Edge (2D
Slot)

3.1.1 Air-Only Film Cooling at Low Operating Conditions.
Figure 3 shows the velocity vector and temperature distribution
close to the leading edge. The inlet velocity for both jet and main
flow is 10 m/s and the inlet temperature is 400 K for the main flow
and 300 K for the jet flow, respectively. The coolant injection is
located slightly above the stagnation point of the main flow. Near
the leading edge, the main gas flow essentially impinges to the
surface. The local hot gas flow has only a small velocity compo-
nent parallel to the cooling surface and the injection momentum is
retarded by the opposing momentum of the impinging main flow.
Both phenomena are different from film-cooling mechanism over
a flat surface. Therefore, the local blowing ratio �or effective
blowing ratio� at the leading edge will have a different value
although the nominal blowing ratio is 1.33 in this case.

As discussed earlier, the blowing angle at the leading edge is 75
deg rather than a smaller value �30–35 deg� optimized for a flat
surface due to the specific position of the leading edge versus the
main flow. There is a relatively strong circulation due to the flow
separation close to the jet exit, which will generally lower the
cooling effectiveness. The temperature profile and the adiabatic
cooling effectiveness along the cooling surface are given in Fig. 4.

Fig. 3 Flow pattern and temperature distribution
Note that s /2b in the figure is the dimensionless distance on the
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pecified surface and b is the slot width. The result of film cooling
ith a flat surface is also given for comparison. The adiabatic

ooling effectiveness ��� is defined as

� = �Tg − Taw�/�Tg − Tc� �2�

here Tg is the mainstream gas temperature, Tc is the temperature
f the coolant �jet�, and Taw is the adiabatic wall temperature. The
alue of � ranges from 0 �no cooling� to 1 �perfect cooling�,
hich usually serves as an indicator to examine the performance
f film cooling.

Figure 4 shows that on both leading edge and flat surface, the
diabatic cooling effectiveness decreases with the distance away
rom the injection hole; however, the adiabatic cooling effective-
ess is lower near the leading edge than on a flat surface. Besides
he difference due to geometry and flow fields, the lower velocity
arallel to the wall makes the penetration in the normal direction
elatively stronger than that in the tangential direction, especially
hen the injection angle is big. The effect of surface curvature is

nother reason for the low cooling effectiveness. Furthermore, the
trong circulation close to jet injection results in a higher mixing
nd lower adiabatic cooling effectiveness immediately down-
tream of the hole �s /2b�1�. On the other hand, different lines
or the adiabatic cooling effectiveness in Fig. 4 summarize the
rid sensitivity study. When the grid becomes finer �for example,
dapted close to the wall�, the results collapse to the same curve
two lines for � at the leading edge�, which indicates the indepen-
ence of simulation results on grid systems.

3.1.2 Mist Film Cooling at Low Operating Conditions. As
een in previous studies �18–21�, injecting mist into the coolant
irflow can improve the performance of air-film cooling. The tiny
ater droplets will stay close to the coolant jet and will absorb
eat via evaporation to keep the coolant temperature low. Figure 5
hows the droplets’ trajectories for the case of leading-edge cool-
ng. The droplets have a diameter of 5 �m in this figure. The
roplets roughly follow the coolant streamlines, adhere to the wall
rea, and quickly vaporize. However, some of the droplets do
enetrate through the coolant zone and move into the main flow.
his means the strayed droplets lower the temperature of the main
ow rather than the coolant flow, which makes the cooling en-
ancement lower than the case on a flat surface.

Figure 6 gives the cooling effectiveness with 2% mist �by mass�
nd 5 �m droplet. Compared with air-only film cooling, � in-
reases from 0.28 to 0.38 at s /2b=25. Also shown in Fig. 6 is the
atio of adiabatic cooling effectiveness with and without mist,
mist /�0. By defining the enhancement as ���mist /�0�−1�, the
aximum enhancement can reach 44% at a location downstream

ig. 4 Comparison of air-only leading-edge adiabatic cooling
ffectiveness with that on a flat surface with the same nominal
lowing ratio of 1.33
rom s /2b=14 to 22. The average cooling enhancement is 25

ournal of Heat Transfer
−30%. Comparing the current results with the findings over flat
surfaces in Ref. �18�, the enhancement ratio of mist cooling at the
leading edge is higher at s /2b=5−20, which is partially due to the
lower air-film cooling at the leading edge �see Fig. 4�. The cooling
enhancement ratio becomes smaller farther downstream on the
concave wall, whereas the enhancement on the flat surface main-
tains a high value of 44% downstream of s /2b=25. This is caused
by the concave surface effect to be discussed in detail later.

Note that mist film cooling itself can be improved by using
different droplet sizes and concentrations. Figure 7 shows the
cooling effectiveness and enhancement ratio when different drop-
let sizes and mist concentration are employed. As expected, larger
droplets make the enhancement lower due to their stronger pen-
etration into the main flow and smaller surface to the volume
ratio, while higher concentration enhances air-film cooling more
significantly due to more available latent heat. For example, the
enhancement at s /2b=25 increases from 10% to 20% when the
mist concentration increases from 2% to 5%. On the other hand,
when the droplet size increases from 5 �m to 10 �m, the en-
hancement becomes small �5% in average�. Certainly, in a real
application, the droplets will have a distributed size, and the cool-
ing performance will be a combination of the results with different
sizes of uniform droplets.

3.1.3 Effect of Incident Angle on Cooling of the Leading Edge.
In the case of startup or partial load, the incident angle of main
flow will change. The effect of the incident angle on leading-edge
film-cooling performance is examined. Figure 8 shows the flow
pattern as well as the temperature distribution with a new angle,

Fig. 5 Droplet trajectories versus jet flow pathlines for
leading-edge mist cooling

Fig. 6 Enhancement of adiabatic cooling effectiveness by in-

jecting mist with the nominal blowing ratio of 1.33

DECEMBER 2008, Vol. 130 / 121901-5
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hich is 15 deg smaller than that in Secs. 3.1.1 and 3.1.2. The
oolant flow is significantly affected by the incident angle. Since
he stagnation point of the main flow moves to a location above
he injection hole, most of the coolant flow turns down to the
ressure side rather than to the suction side as in the previous
ases. This movement of stagnation point makes the film protec-
ion on the pressure side better but the suction side undesirable.
he coolant jet is quickly bent and pushed toward the wall by the

ncoming main flow; hence the cooling film does not travel too far
ownstream and results in a quickly degraded cooling effective-
ess from 0.8 to 0.3 within a distance of 30 slot widths on the
ressure side, as shown in Fig. 9. Although some cooling also
revails on the suction side, the cooling effectiveness is lower
han 0.3. When mist is injected during the partial load condition,
ooling enhancement is observed in both sides with an enhance-
ent of 30−50%.

3.1.4 Mist Film Cooling at High Operating Conditions. All
he cases in Secs. 3.1.1–3.1.3 are conducted at low operating con-
itions to be comparable with other studies in the public literature.
hese cases can be used to show the fundamental phenomena of
lm cooling with and without mist injection. However, gas tur-
ines are usually operated at very high pressure, temperature, and
elocity. The performance of air-film cooling and mist film cool-
ng could be different. To simulate a typical gas turbine operating
ondition, the main flow has a temperature of 1561 K and a ve-
ocity of 128 m/s, and the jet flow has a temperature of 644 K and
velocity of 106 m/s. These parameters give a blowing ratio of 2

ig. 7 Effects of the droplet size and mist concentration on
lm-cooling enhancement at the leading edge

ig. 8 Effect of the main flow incident angle on flow and tem-

erature distribution close to the leading edge

21901-6 / Vol. 130, DECEMBER 2008
and a Reynolds number of 1.61�106 �based on the length scale of
0.215 m�. The operating pressure is 15 atm. Figure 10 shows that
the enhancement is relatively low, even with a high mist concen-
tration �10%�. This is because the large temperature difference
�Tg−Tj =1561 K−644 K=917 K� in high operating conditions
needs larger wall temperature drop to reach the same unit percent-
age of cooling effectiveness, whereas this temperature difference
is 100 K �400 K−300 K� under the low temperature and pres-
sure conditions. For example, a 30 K wall temperature reduction
will contribute to 30 percentage points of � value �based on Tg
−Tj =400 K−300 K� under low pressure and temperature condi-
tions, whereas the same 30 K wall temperature reduction will only
harness 3.3 percentage of � enhancement under elevated GT op-
erating conditions. The highest cooling enhancement ratio with a
mist of 10% �weight� is about 20%. The relatively low cooling
enhancement under GT operating conditions was also reported in
Ref. �20�, which revealed that the performance can be improved
by employing different injection angles as well as blowing ratios.
Note that cooling enhancement should be evaluated differently
under different operating conditions when the absolute surface
temperature reduction is important. For example, a 20% cooling
effectiveness enhancement can result in a decent 180 K reduction
in wall temperature under the elevated GT operating conditions.

Fig. 9 Effect of the main flow incident angle on adiabatic film-
cooling effectiveness near the leading edge

Fig. 10 Effect of elevated operating conditions on mist film-

cooling performance of the turbine blade leading edge

Transactions of the ASME
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3.2 Mist Film Cooling With Curvature Effect on Pressure
nd Suction Sides (2D Slot)

3.2.1 Air-Only Film Cooling on Pressure and Suction Sides.
ince the flow fields over the curved surfaces are expected to
reate a body force exerted on the water droplet by the cross-
tream pressure gradient, it is essential to examine the behavior of
ist film cooling with the downstream curvature on both pressure

nd suction sides. To realize the effect of curvature on mist film
ooling, the air-film cooling is simulated first as a base line for
omparison. The injection angles for both sides are the same, 35
eg, and the injection momentums are also the same. Figure 11
hows that the suction side has a higher flow velocity �or cross-
ow� than the pressure side, which results in a smaller effective
lowing ratio in the suction side. A small recirculation �separa-
ion� region occurs in both sides immediately downstream of the
njection hole. To optimize the mist film-cooling performance, the
njection velocity and the angle need to be designed differently for
hese two sides.

Figure 12 shows the adiabatic cooling effectiveness of air-film
ooling for both suction and pressure sides. The � values for both
urved surfaces are lower than that over a flat surface but higher
han the case at the leading edge. The poor performance at the
eading edge is caused by the impingement of main flow against
he injection coolant and less cross-flow near the leading edge to
weep the coolant jet downstream.

At the 2D settings in this study, the pressure �concave� side

ig. 11 Flow pattern and temperature distribution of film cool-
ng under the curvature effect on the pressure and suction
ides
hows a higher cooling effectiveness than the suction �convex�

ournal of Heat Transfer
side. This is consistent with the results of Nicolas and Le Meur
�11� and the high blowing ratio results of Schwarz et al. �14� but
contrary to the results of Mayle et al. �12� and Berhe and Patankar
�16�. When comparison is made between the flat surface and the
curved surface, Mayle et al. �12� and Berhe and Patankar �16�
reported that � values are higher on the convex surfaces than on
the flat surfaces. Schwarz et al. �14� also observed that � values
are higher on the convex surfaces than on the flat surfaces for low
blowing ratio cases. The inconsistent results from previous studies
�12–16� imply that the effect of curvature on film cooling is
closely related to the geometrical settings �such as the hole con-
figuration and injection angles� and flow parameters �such as the
blowing ratio and main flow characteristics�. The comparison will
not be conclusive unless all the setting conditions are consistent.
Irrespective of the inconsistency in the results of air-only film
cooling on curved surfaces, the focus in this study is on investi-
gating the potential cooling enhancement by injecting mist into
the coolant. By using the current approach, the thermodynamic,
heat transfer, and major flow characteristics of the mist flow are
expected to be adequately simulated.

3.2.2 Mist Enhancement on Film Cooling With Curved
Surface. Figure 13 shows the cooling effectiveness of mist film
cooling with curved surfaces. The mist concentration is 2%, and

Fig. 12 Comparison of air-only film-cooling effectiveness on
flat and curved surfaces with a nominal blowing ratio of 1.33

Fig. 13 Enhancement of film cooling with mist injection on

concave and convex surfaces

DECEMBER 2008, Vol. 130 / 121901-7
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he droplet size is 5 �m. The enhancement ratio on the pressure
ide is observed higher than on the suction side with the maxi-
um enhancement of 61% on the pressure side and 31% on the

uction side. It is believed that the difference in cooling enhance-
ent is solely a consequence of the droplet thermal-fluid dynam-

cs under the influence of curvature because the comparison ref-
rence is the air-only film cooling of each individual case.

To help investigate the droplet dynamics, the droplet trajecto-
ies are traced and given in Fig. 14. It is observed from this figure
hat the droplets in the convex side migrate away from the surface,
nd the droplets on the concave side tend to adhere closely to the
all. Other than the injection inertia, these phenomena can be

imply explained as the centrifugal force driving droplets away
rom the convex wall and the centrifugal force pushing droplets
oward the concave wall. Hence mist-cooling enhancement is

ore pronounced on the pressure surface than on the suction sur-
ace. This seemingly easy explanation is actually contrary to the
oundary layer induced flow stability on the convex surface and
nstability on the concave surface.

As early as 1917, Rayleigh �35� deduced the instability criterion
or axisymmetrical circular flow, which was later employed to
xplain “Streamwise convex curvature has a stabilizing effect on
he boundary layer flow and concave curvature destabilizes the
oundary layer flow.” This statement would not be true if the flow
as inviscid and no boundary layer would be present. The invis-

id flow theory gives a flow field with the velocity increasing with
he radius away from the concave surface and decreasing with the
adius away from the convex surface. The boundary layer actually
isturbs this potential flow fields and presents a velocity deficit on
oth surfaces. This means that if the droplets were in the boundary
ayers, the droplets would migrate toward the convex wall and

ove away from the concave surface.
The contrary phenomenon shown in Fig. 14 can be explained as

hat the initial injection momentum of the coolant flow penetrates

ig. 14 2D droplet trajectories and vapor concentration in mist
lm cooling with concave and convex surfaces
hrough the boundary layer and brings the droplets into the invis-

21901-8 / Vol. 130, DECEMBER 2008
cid flow field. Therefore, the droplets are not subject to the insta-
bility of the boundary layer flow over the curved surfaces, rather,
before they reach equilibrium, the droplets are subjected to the
local cross-stream pressure gradient that generates centrifugal
body force which pushes the droplets toward the concave surface
and away from the convex surface. When the boundary layer
grows thicker, some of the droplets were entrained into the bound-
ary layer and move toward the convex surface further downstream
on the convex surface, as shown in Fig. 14. In a 3D flow, the
droplet dynamics can be further complicated by the secondary
flows induced by the coolant jet. If the blowing ratio is different,
the global phenomena could be changed and the film-cooling ef-
fectiveness could even be reversed, but the fundamental mecha-
nisms should be invariant. The droplet dynamics in Fig. 14 does
not involve the complexity of the secondary flow because only the
2D flow field is simulated.

The concentration of vapor due to droplet evaporation is also
presented in Fig. 14. The concentration on the pressure side is
higher than that on the suction side, which is consistent with the
high cooling enhancement on the pressure side. The primary rea-
sons are the droplet dynamics discussed earlier and the low aver-
age velocity of the freestream close to the pressure surface.

3.3 Film Cooling of 3D Leading Edge. The results shown in
Secs. 3.1 and 3.2 are for the cases of two-dimensional slot jet.
Although 2D cases can be used to investigate the basic mecha-
nism of mist film cooling under the influence of curvature, the real
applications are usually 3D with complicated injection geometries
and flow parameters, which are subject to effects of endwall and
of rotation. To simplify the real applications, only a row of holes
at the leading edge is considered. Furthermore, the effect of end-
walls is ignored, so the row of holes can be simplified as a single
hole that periodically appears in the radial direction from the hub
to the tip. The distance between the periodic boundaries is 10 mm
in the radial direction. The hole has a diameter of 1 mm. The
injection angle is 55 deg to the main flow direction or 35 deg to
the surface tangent �see Fig. 1�c��. Figure 15 shows the tempera-
ture distribution on the blade surface. The surface temperature is
low at the region immediate downstream of the cooling jet, and
the cooling effect gradually becomes negligible. For the case
shown in the figure, the jet primarily flows to the suction surface.
Adjusting the incident angle or the cooling jet location can sig-
nificantly change the areas covered by the cooling film. Multiple
rows of cooling hole arrangement can mitigate the problems of
changing loads or incident angles.

Figure 16 shows the adiabatic film-cooling effectiveness along
the centerline of the injection hole in the 3D domain. Compared
with the 2D case �see Fig. 4�, the coolant coverage is weaker for
the 3D case due to the strong mixing and secondary flow folding

Fig. 15 Temperature distribution of air-film cooling on 3D
leading-edge surface
between the jet and the main flows. A peak value of � �0.9� is
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bserved around s /d=1.5 with relatively low cooling effective-
ess ���0.9� in the proximity of the injection hole �s /d�1.5�.
his is different from the monotonically decreasing � value
hown in the 2D cases in Fig. 4. Figure 16 further indicates a
harp drop of � to a very low level within a short distance down-
tream. For instance, � drops to 20% at s /d=8 and further down
o 10% at s /b=12. With a 2% mist injection, the cooling effec-
iveness increases, although it is still low. The cooling enhance-

ent is noticeable with the highest enhancement of 55% at s /d
25. Note that the jiggles on the curves are mostly caused by the
umerical iteration method used with the stochastic droplet track-
ng �19�. A solid line fairing through the jiggled points represents

ore realistic cooling enhancement values. The span-averaged
alue is also given in the figure. Although the span-averaged value
s low, the mist enhancement is even more significant with a maxi-

um level of 56%. At the same location �s /d�, the average en-
ancement ratio is higher than that along the centerline.

3.4 Validation of Simulation Results. It is important to
erify any numerical solution with experimental data. However,
here are not yet any experimental data available in the public
iterature for mist film cooling, either with simple or complicated
eometries. The general methodology, modeling, and the numeri-
al algorithm employed in this study are based on the validations
stablished by the authors in previous studies �18,19�. Before the
imulated results are validated with the experimental data, the
esults of this study can be fairly treated as qualitative descriptions
f mist film-cooling performance under the effects of various
tudied parameters.

Conclusions
This paper studies the mist film-cooling effectiveness near the

eading edge of a turbine blade and on the blade surfaces subject
o curvature effect. In general, injection of mist into the coolant
ow can increase the adiabatic film-cooling effectiveness ��� at

he leading edge and on the curved sidewalls. Smaller droplets
chieve better cooling enhancement. The major findings are as
ollows.

• In the 2D settings of this study, air-only adiabatic film-
cooling effectiveness ��� degrades under the effect of cur-
vature in the following descending order: flat surface
�concave �pressure� surface�convex �suction� surface
� leading edge. These results are consistent with some pub-

ig. 16 Adiabatic cooling effectiveness of 3D leading-edge
lm cooling and its enhancement with mist injection
lished studies while inconsistent with others due to the sen-

ournal of Heat Transfer
sitivity of the results to the different parameters, such as
blowing ratio, injection angle, and strength of the curvature.

• The leading-edge film cooling can be significantly affected
by changing the incident angle due to the startup or part load
operations. The film-cooling coverage could switch from the
suction side to the pressure side and leaves the surface of the
other part unprotected by the cooling film.

• 2D mist film cooling achieves higher enhancement on the
pressure side than on the suction side. The maximum mist-
cooling enhancement is approximately 60% on the pressure
side and 30% on the suction side.

• The water droplet traces show that the centrifugal force
pushes the droplets toward the concave wall and drives the
droplets away from the convex wall, hence mist-cooling en-
hancement is more pronounced on the pressure surface than
on the suction surface. This observation is contrary to the
boundary layer induced flow stability on the convex surface
and instability on the concave surface. A hypothetical expla-
nation is given as that most of the droplets are outside the
boundary layer after being injected into the main stream and
before they reach equilibrium with the local pressure field,
the local cross-stream pressure gradient generates centrifu-
gal body force over both the concave and convex surfaces.

• 3D simulation of the leading-edge film cooling shows along
the centerline a relatively low � near the hole and a peak �
at s /d=1.5. Adding 2% mist �weight� can achieve an aver-
age of 30% cooling enhancement with the highest local en-
hancement reaching 55% at s /d=25. Although the span-
average cooling effectiveness is low, the mist enhancement
is higher than that along the centerline.

• Under real gas turbine operating conditions at high pressure,
temperature, and velocity, the enhancement of mist cooling
achieves 20%, which seems lower than under low T-P-V
condition. However, a decent wall cooling of 180 K can be
achieved by 20% enhancement in contrast to 50 K wall tem-
perature reduction with 50% cooling enhancement under
low T-P-V conditions.
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Nomenclature
b 	 slot width �m�
d 	 diameter �m�
k 	 turbulence kinetic energy �m2 /s2�

M 	 blowing ratio ��u�c / ��u�g
Re 	 Reynolds number, ud /


s 	 distance along a surface
T 	 temperature �K, oF�
u 	 streamwise velocity component �m/s�
v 	 spanwise velocity component �m/s�

x ,y ,z 	 coordinates

Greek Symbols
� 	 turbulence dissipation rate �m2/s3�
� 	 adiabatic film-cooling effectiveness

�Tg−Taw� / �Tg−Tc�

 	 kinematic viscosity �m2 /s�
� 	 density �kg /m3�

Subscript
aw 	 adiabatic wall

c 	 coolant or jet flow
g 	 hot gas/air

0 	 air-only film cooling
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Stable/Unstable Stratification in
Thermosolutal Convection in a
Square Cavity
A numerical study is made of double-diffusive convection in a square cavity with a sliding
top lid in the presence of combined vertical temperature and concentration gradients. The
bottom lid and other two walls are kept fixed. The side walls are adiabatic and imper-
meable to solute while the top and bottom lids are kept at constant but distinct tempera-
ture and concentration. The governing unsteady Navier–Stokes equations combined with
the heat and mass transport equations are solved numerically through a finite volume
method on a staggered grid system using QUICK scheme for convective terms. The
resulting equations are then solved by an implicit, time-marching, pressure correction-
based algorithm. The flow configuration is classified into four cases depending on
positive/negative values of thermal Grashof number and solutal Grashof number. A de-
tailed comparison of the four flow configurations is made in this paper. In conclusion,
these four flow configurations can be brought to either stably or unstably stratified field.
Furthermore, the possibility of salt-fingering and double-diffusive instability in the ab-
sence of the top lid motion is explored and the effect of the lid motion is clearly exhibited.
The dependence of the average rates of heat and mass transfer from the top and bottom
lids on the flow parameters is also investigated in the presence of top lid motion.
�DOI: 10.1115/1.2969757�

Keywords: binary mixture, presence and absence of lid motion, stable/unstable
stratification, thermal and solutal buoyancy forces, upwind scheme, heat and mass
transfer
Introduction
A number of practical situations involve convective heat trans-

er, which is neither forced nor free in nature. Such flow known as
ixed convection arises when a fluid is forced over a heated sur-

ace at a rather low velocity. The term double-diffusive convection
efers to a process involving simultaneous thermal and concentra-
ion gradients. The effects of thermal and solutal buoyancy forces
n natural or mixed convection lead to complex flow structures
nd the understanding of their influence on heat and mass transfer
s relevant in many fields, such as vulcanology, oceanography,

aterials processing, drying chambers, etc. Excellent overview of
his field, its relevance in understanding many natural systems,
nd its wide variety of engineering applications were documented
y Gebhart and Pera �1� and Turner �2�.

The problem of flow with moving surfaces, accompanied by
eat and mass transfer, belongs to the family of lid-driven cavity
roblems. Flow in a lid-driven cavity accompanied by heat trans-
er was studied thoroughly by Moallemi and Jang �3�, Iwatsu et al.
4�, and Monsour and Viskanta �5�. Iwatsu et al. �4� investigated
ixed convection in a cavity with a stable vertical temperature

radient and with a moving upper lid of the cavity. Owing to the
table stratification of the fluid, the primary recirculation of the
ow driven by the upper lid is confined to the upper region,
hereas in the lower region heat transfer is dominated by conduc-

ion. Monsour and Viskanta �5� studied experimentally and nu-
erically the mixed convection flow in a narrow vertical cavity.
oallemi and Jang �3� studied the mixed convection in a lid-

riven cavity.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 4, 2007; final manuscript received
une 6, 2008; published online September 19, 2008. Review conducted by Cholik

han.

ournal of Heat Transfer Copyright © 20
Configurations involving heat and mass transfer in a lid-driven
cavity filled with a mixture of vapor and a noncondensable gas
have relevance to several industrial processes such as drying tech-
nology and natural gas storage tank. Alleborn et al. �6� investi-
gated the steady two-dimensional flow accompanied by heat and
mass transfer in a shallow lid-driven cavity with a moving heated
bottom lid and a cooled top lid moving with a different constant
velocity. However in their analysis density change with concen-
tration was neglected. The cavity was assumed to be filled with a
binary mixture of vapor and a noncondensable gas. Steady two-
dimensional mixed convection in a square lid-driven cavity under
combined effects of thermal and solutal buoyancy was studied by
Al-Amiri et al. �7�. However, in their analysis the bottom lid of
the cavity is always held at a higher temperature and concentra-
tion than that of the upper lid. Furthermore they studied the effects
of thermal Richardson number for given values of thermal and
solutal Grashof number under cooperating buoyancy forces only.
These results have applications to the problem of disposal of a
pollutant by a cold conveyor belt �sliding top lid� through conden-
sation.

In this paper we study heat and mass transfer in a square cavity
with sliding top lid filled with a mixture of a noncondensable gas
and vapor. Here the flow is governed by two mechanisms: shear
force due to the sliding top lid and buoyancy forces due to vertical
temperature and concentration gradients for different combina-
tions of temperature and concentration at the top/bottom lid. The
side walls are assumed to be thermally insulated and impermeable
to solute. Dufour effect and Soret effect are neglected. Four flow
configurations are considered depending on the negative/positive
value of thermal and solutal Grashof number. Our specific aim is
to investigate the influence of thermal and solutal buoyancy as
well as the shearing of the top lid on each of the four cases
mentioned above. Extensive numerical calculations are made in
these cases to determine flow pattern in the absence of lid motion.

In this manner the effect of the top lid motion is clearly demon-
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trated. The investigation is completed by documenting the heat
nd mass transfer in the form of average Nusselt and Sherwood
umber over a range of parameter values in the presence of lid
otion.
These results are likely to have engineering applications in the

tudy of flow, heat, and mass transfer in a lid-driven cavity, par-
icularly for low lid-Reynolds numbers.

Problem Formulation and Numerical Method

2.1 Physical Configuration. We consider the flow within a
losed square cavity of length L filled with a binary mixture of
apor and a noncondensable gas. The flow is assumed to be lami-
ar and two dimensional and the fluid is assumed to be incom-
ressible and viscous. In Cartesian coordinates �x*,y*�, the
*-axis is taken along the bottom lid, which is horizontal, and the
*-axis is along the left wall of the cavity. The top lid is main-
ained at temperature T� with concentration C

�
* and the bottom lid

s at concentration C
0
* with temperature T0. Thus the horizontal

ids impose vertical temperature and concentration gradients on
he flow. The side walls are thermally insulated and impermeable
o solute. For the case of lid-driven cavity, the top lid is assumed
o be sliding horizontally from left to right at constant speed U
hile the bottom lid and other two walls are kept fixed, as shown

n Fig. 1. In the absence of lid motion, the top lid is also kept
xed.

2.2 Model Equations With Boundary Conditions. The bi-
ary fluid is assumed to be Newtonian. The variation of density �
ith temperature and concentration is given by �see Ref. �1��

��T,C*� = �1�1 − �T�T − T�� − �C�C* − C
�
*�� �1�

here �1 is a reference density, �T=−1 /���� /�T�C*, and �C=
1 /���� /�C*�T. Furthermore T is the temperature of the fluid and
* is the concentration of vapor.
The case of lid-driven cavity. The governing Navier–Stokes

quations together with the equation of continuity, heat, and mass
ransport equations in nondimensional form are given by

� · V = 0 �2�

�V

�t
+ �V · ��V = − �p +

1

Re
�2V + �� · RiT + C · RiC�j �3�

��

�t
+ �V · ��� =

1

Re · Pr
�2� �4�

�C

�t
+ �V · ��C =

1

Re · Sc
�2C �5�

here j is the unit vector in the y-direction. The characteristic

y*,v*

x*,u*

u*=v*=0
insulated and
impermeable

u*=v*=0
insulated and
impermeable

u*=0,v*=0,T=T ,C*=C*

g

0 0

8u*=U,v*=0,T=T ,C*=C*8

ig. 1 Schematic of the flow configuration of the cavity with
oundary conditions
ength scale and velocity scale are considered as L and U, respec-

22001-2 / Vol. 130, DECEMBER 2008
tively, with �= �T−T�� /�T, C= �C*−C
�
*� /�C*, where �T=T0

−T� and �C*=C
0
*−C

�
*. The nondimensional quantities V= �u ,v�,

p, and t denote the velocity, pressure, and time, respectively. The
variables with asterisk denote dimensional variables. Note that in
writing the vertical component of the momentum equation given
by Eq. �3�, use is made of the usual Boussinesq approximation of
treating density as constant except when accounting for the buoy-
ancy force terms given by the last two terms.

The flow field is characterized by five nondimensional param-
eters: �i� Prandtl number Pr, �ii� Schmidt number Sc, �iii� Rey-
nolds number Re, �iv� thermal Grashof number GrT, and �v� so-
lutal Grashof number GrC, which are defined, respectively, by

Pr =
�

�
, Sc =

�

D
, Re =

UL

�
, GrT =

g�T�TL3

�2

�6�

GrC =
g�C�C*L3

�2

Here �, �, and D denote the kinematic viscosity, thermal diffusiv-
ity, and mass diffusivity of the fluid, respectively, while g stands
for the gravitational acceleration. Note that in Eq. �3�, RiT
=GrT /Re2 and RiC=GrC /Re2 stand for thermal and solutal Rich-
ardson numbers, respectively. Furthermore one may define buoy-
ancy forces ratio B=�C�C* /�T�T=GrC /GrT.

The boundary conditions for t�0 are given by

u = v = 0,
��

�x
=

�C

�x
= 0 on the side walls �x = 0,x = 1�

u = v = 0, � = 1, C = 1 on the bottom wall �y = 0� �7�

u = 1, v = 0, � = 0, C = 0 on the top wall �y = 1�
Absence of lid motion. The governing equations are made di-

mensionless using the same length, temperature, and concentra-
tion scales as in the case of lid motion except the velocity scale,
which is taken as �g�T��T�L�1/2. Therefore in this natural convec-
tion case, the thermal Grashof number is defined as GrT

N

=g�T��T�L3 /�2 and hence GrT= ��T / ��T�� ·GrT
N. Except the buoy-

ancy terms, here the governing equations are the same as in the
case of lid motion with Re= �GrT

N�1/2. Here the buoyancy terms are

� ·
�T

��T�
+ C · B ·

�T

��T�
�8�

The only difference in the boundary conditions here from those in
the presence of the top lid motion is that u=0 on the top lid.

For the sake of numerical calculation, both the problems �in the
presence and absence of the top lid motion� are considered as time
dependent. Initial conditions are taken arbitrarily. Typically, the
fluid is considered to be at rest with uniform temperature T� and
concentration C

�
* for smaller values of parameters. To facilitate

the convergence of solution for given set of parameters, the con-
verged solution of a case with smaller values of parameters is used
as the initial guess. Through the sensitivity test, it is observed that
the final flows are always steady and the same final flow is ob-
tained using different initial data.

2.3 Studied Configurations. Now �T=−1 /���� /�T�C* is
generally positive since density decreases with increase in tem-
perature. This is, of course, not generally true. In the range of
0–4°C, the density of water increases with increasing tempera-
ture �maximum density anomaly� so that �T is then negative.
However, �C=−1 /���� /�C*�T may be either positive or negative.
However, with an increase in concentration C* of the vapor, the
density of the fluid increases so that �C is negative. Of course
there is exception to this statement. In fact, humid air with water
vapor is less dense than dry air because molecular weight of water

is smaller than that of diatomic oxygen and diatomic nitrogen.
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hus for air and water vapor, increasing vapor concentration will
educe density. It is clear from Eq. �1� that the two buoyant
echanisms, viz., thermal and solutal buoyancy forces, reinforce

ach other when the quantities �T�T and �C�C* have the same
ign and oppose each other when they have opposite sign. There-
ore B is positive when the above two mechanisms aid each other
nd negative when these mechanisms conflict with each other.

For cooperating buoyancy forces B�=�C�C* /�T�T��0, which
mplies either

�C
0
* − C

�
*� � 0 and �T0 − T�� 	 0 �Case-IA�

r

�C
0
* − C

�
*� 	 0 and �T0 − T�� � 0 �Case-IB�

For opposing buoyancy forces B	0, which implies either

�C
0
* − C

�
*� 	 0 and �T0 − T�� 	 0 �Case-IIA�

r

�C
0
* − C

�
*� � 0 and �T0 − T�� � 0 �Case-IIB�

In terms of GrC and GrT, the above four cases can be summa-
ized as follows: Case-IA-GrT	0, GrC	0; Case-IB-GrT�0,
rC�0; Case-IIA-GrT	0, GrC�0, and Case-IIB-GrT�0, GrC
0.

2.4 The Numerical Method. The pressure correction-based
terative algorithm SIMPLE �8� is used for solving the governing
quations with the boundary conditions specified previously. The
omputational domain is divided into Cartesian cells. Staggered
rid is used for arrangement of the physical variables. A three-
evel fully implicit scheme is used for discretization of time de-
ivatives. A third-order accurate QUICK �9� is employed to dis-
retize the convective terms in the Navier–Stokes equations. A
etailed discussion of the upwind scheme and SIMPLE method
sed here was given in our paper �10�. The time-dependent equa-
ions are marched in time until the solution becomes independent
f time. The convergence criterion is employed in the form

�
i,j
n+1 − 
i,j

n �max 	 �, �1.0 −
Nut

Nub
� 	 �� and �1.0 −

Sht

Shb
� 	 �C

�9�

ere i and j denote the cell indices, n is the time level, 
 stands
or u, v, � or C, Nut and Nub are area-averaged Nusselt numbers
n the top and bottom lids, respectively, and Sht and Shb are
rea-averaged Sherwood numbers on the top and bottom lids, re-
pectively. The values of �, ��, and �C are considered to be 10−4,
0−3 and 10−3, respectively.
A comparison of the u-velocity and temperature profiles along

he vertical midsection of the cavity �Fig. 9 of Ref. �7�� between
he present results and those of Al-Amiri et al. �7� is made. The

aximum percentage difference of the computed u-velocity,
hich is 0.5%, from those of Al-Amiri et al. �7� occurs at y
0.9 for B=−25. Table 1 presents the comparison with the results
f Janssen and Henkes �11� for the cavity without lid motion in
he case of no species diffusion. Here Ra is the Rayleigh number
nd S is the gradient of stratification in the center of the cavity,
hich are defined by Ra=GrT�Pr and S=�� /�y, respectively.
able 1 shows that the present results are in excellent agreement
ith those of Janssen and Henkes �11�.
The grid independence tests are conducted by varying the grid

izes from 5050 to 250250 in the absence of top lid motion
nd also compared with those of Janssen and Henkes �11� �see
able 1�. Our results agree well with those of Janssen and Henkes

11� for all grids. Agarwal �12� found steady-state solution for
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lid-driven cavity for Re=7500 with 121121 grids using third-
order-accurate upwind scheme. Therefore the finest grids 125
125 and 250250 are used in the present calculation for the
flows with and without lid motion, respectively.

3 Results and Discussion
As pointed out earlier, the parameters governing the flow are

Re, GrT, GrC, Sc, and Pr. In our study, we choose Pr=0.72 and
Sc=0.56. It may be noted that in a gaseous mixture, the Sc varies
up to 10 �1�. Numerical solutions for the four flow configurations
as described in Sec. 2.3 are presented for different values of GrC,
GrT, and Re.

3.1 Fluid Flow Analysis. Dense fluid tends to sink and less
dense fluid tends to rise. This results in a tendency for the upper
regions of a fluid to be composed of lower density material than
the lower regions. By definition, a layer of binary fluid having a
thermal and solutal distribution is said to be unstable if either the
temperature or solute or both have statically unstable stratifica-
tion. Thus an unstable layer shows a tendency to overturn and
mix. On the other hand a binary fluid layer is said to be stable if
the quiescent layer does not have any tendency to overturn. Our
specific aim is to investigate the variation of solutal and thermal
buoyancy forces and the effect of Reynolds number �which is the
measure of shear forces� on the four flow configurations.

3.1.1 Influence of Solutal Buoyancy. We now discuss the in-
fluence of solutal buoyancy force on the flow characteristics by
varying GrC for negative and positive values of GrT when Re
=700.

We first take GrT=−106 so that RiT=−106 /7002	0. The flow
configurations of Case-IA and Case-IIA are clearly the same for
no species diffusion �B=0�. It is clear that the flow is stable in
Case-IA in the absence of the top lid motion �Re=0� since the
fluid at the bottom lid is kept at a higher concentration than that of
the upper one while the temperature of the fluid at the lower lid is
smaller than that of the upper one. However, the flow in Case-IIA
is unstable when the solutal buoyancy force dominates over the
thermal buoyancy force. Just the reverse is true �i.e., the flow is
stable� when thermal buoyancy dominates over the solutal buoy-
ancy and this will be considered in Sec. 3.1.2. Figure 2�a� shows
that the lower part of the cavity is almost stagnant in the case of
no solutal diffusion �GrC=0�. Due to the stabilizing influence of
thermal buoyancy, the flows are motionless in the bulk of the
interior cavity and the heat transfer is primarily due to thermal
conduction in this region and this can be seen in the isothermal
lines in Fig. 2�b�. Figure 3�a� displays the streamlines in the case
of flow with aiding buoyancy forces for GrC=−106. As mentioned
earlier, this corresponds to the Case-IA, which is a stable configu-
ration when Re=0. With an increase in �GrC�, more and more of
the fluid in the lower part of the cavity becomes stagnant owing to
a decrease in the strength of both the eddies. As �GrC� increases,

Table 1 Comparison of NuRa−1/4 and gradient of stratification
S with those of Janssen and Henkes for different grids at Ra
=106

Grids

NuRa−1/4 S

Present Janssen and Henkes Present Janssen and Henkes

6060 0.2789 0.9190
5050 0.2760 0.928

120120 0.2790 0.9144
125125 0.2803 0.9120
240240 0.2791 0.9132
250250 0.2786 0.9102
the fluid near the lower lid becomes heavier than that at the upper
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id for a constant temperature difference. The corresponding iso-
herms and isohalines for the above stable case approach linear
rofile, as displayed in Figs. 3�b� and 3�c�.

We next consider the case of flow with opposing buoyancy
orces �B	0� with GrC�0 for the above combination of GrT and
e. Figure 4�a� displays the streamlines for the case with GrC
106. It is interesting to note that here due to cancellation of
lmost equal and opposite thermal and solutal buoyancy forces,
here is a large primary eddy due to shearing of the top lid. Figure
�a� shows the streamlines for the case of GrC=5106. The ver-
ical overturning and mixing of the fluid forming a secondary
ddy at the lower part of the cavity can be seen here. With an
ncrease in GrC, the solutal buoyancy gains noticeable influence
ompared with the thermal buoyancy. As a result, the heavier fluid
rom the top lid flows down along the right-vertical wall toward
he bottom lid due to the movement of the top lid from left to
ight. Apparently, the downward heavier fluid accompanied by the
rimary eddy forms this counterclockwise eddy at the lower part.
herefore, the dominant solutal buoyancy over thermal buoyancy

orms this secondary eddy in the presence of top lid motion. Fur-
her increase in solutal gradient leads to an increase in the strength
f both eddies. The corresponding isothermal and isosolutal lines
re shown in Figs. 4�b� and 4�c� for GrC=106 and in Figs. 5�b�
nd 5�c� for GrC=5106. Figures 4�b� and 4�c� suggest that the
emperature and concentration are well distributed in the bulk of
he interior cavity with high temperature and concentration. It can
e seen from Figs. 5�b� and 5�c� that the well-mixed zone is
ivided into two zones in such a way that the fluid in the upper
art is with high temperature and concentration whereas the lower
art contains fluid with low temperature and concentration. For a
ure buoyancy flow without top lid motion, a large primary eddy
ould be expected; this is shown in Fig. 6�a� for B=−5 with
rC=5106. In this case the main source of convective activity is
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ig. 2 Contour plots for GrC=0 when GrT=−106
„B=0… at Re

700: „a… streamlines and „b… isotherms
he domination of solutal buoyancy over thermal buoyancy. Here
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the temperature is the stabilizing component but the solute is the
destabilizing component because the fluid �rich in solute� is
heavier near the upper lid whose temperature is higher than that of
the lower lid. In this study, Sc/Pr �=� /D�=7 /9 so that the thermal
diffusivity is less than the mass diffusivity. One would, therefore,
expect that salt-fingering �13� does not take place. Figure 6 clearly
shows this. Physically it can be explained as follows. Imagine that
a blob of fluid is pushed upward. In the new position, the blob will
be richer in solute compared with that in the original position in
the presence of the prevailing positive vertical solute gradient be-
cause solute diffuses faster into the blob than heat �owing to D
���. At the same time, in the displaced position, the blob will
remain almost as cold as that in the original position due to
smaller diffusion of heat. Consequently in the new position, the
blob becomes heavier than the surrounding warm fluid and tends
to drop down. So salt-fingering does not occur. Figures 6�b� and
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Fig. 3 Contour plots for GrC=−106 when GrT=−106
„B=1… at

Re=700 „Case-IA…: „a… streamlines, „b… isotherms, and „c…
isohalines
6�c� show that only one well-mixed zone is observed, which has
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imilar characteristics as the lower zone of Figs. 5�b� and 5�c�.
We now take GrT=106 so that RiT=106 /7002�0. Here Case-IB

nd Case-IIB are the same for B=0 and the positive value of B
eads to Case-IB whereas the negative B leads to Case-IIB. The
bsence of species diffusion �GrC=0� leads to an unstable con-
guration with overturning of the fluid near the lower part of the
avity due to only thermal buoyancy, as shown in Fig. 7�a�. This
s due to the fact that less dense fluid near the hot bottom tends to
ise as in the case of Benard convection. Thus a primary eddy near
he top due to the shearing of the top lid and a secondary eddy
long with a small tertiary eddy at the left bottom corner are
ormed. Heat transfer in the lower part of the cavity is due to
hermal buoyancy-driven convection and the corresponding iso-
herms are presented in Fig. 7�b�. The streamlines at GrC=106

B=1� are similar to those in Fig. 5�a� with �min=−0.115 for
pper eddy and �max=0.14 for lower eddy. It is interesting to note
hat in the presence of cooperating buoyancy forces B=1, the
ehavior of the unstable stratification remains unstable. Further-
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ig. 4 Contour plots for GrC=106 when GrT=−106
„B=−1… at

e=700 „Case-IIA…: „a… streamlines, „b… isotherms, and „c…
sohalines
ore it may be noted that both the eddies are strengthened with an
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increase in GrC. This can be explained by pointing out that as GrC
increases, more fluid flows down from the top lid toward the
bottom in the presence of the top lid motion. As in the case of
Figs. 5�b� and 5�c�, there exists also a two well-mixed zone for
B=1. However, here the upper zone contains fluid of low tem-
perature with high concentration and at the lower zone, fluid is
with high temperature and low concentration. In the absence of
top lid motion, the flow field would consist of two convective
states corresponding to two possible directions of rotation of the
single cell as the destabilizing components are both the tempera-
ture and concentration. This is depicted in Fig. 8�a� at GrC=5
106 �B=5�. It is interesting to note that the directions of both
the eddies in Fig. 8�a� are opposite to those in the presence of lid
motion. As a result, the temperature of the two zones, as displayed
in Figs. 8�b� and 8�c�, is slightly increased whereas concentration
is decreased compared to the case of top lid motion at the same
temperature and concentration gradients.

However, for opposing buoyancy forces �Case-IIB� with B=
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Fig. 5 Contour plots for GrC=5Ã106 when GrT=−106
„B=−5… at

Re=700 „Case-IIA…: „a… streamlines, „b… isotherms, and „c…
isohalines
−5, the overturning of the flow near the bottom is halted and it
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ecomes practically stagnant there owing to statically stable strati-
cation �which has similar flow characteristics as those of Fig.
�a��. Note that here the effect of the large solutal gradient �B
−5� is opposite to that in Case-IIA. For relatively small value of

olutal gradient �B=−1�, the stratification is shown in Fig. 9�a�. It
s interesting to note that despite B=−1 in both Cases IIA and IIB,
here is a lot of difference in the disposition of streamlines �see
igs. 4�a� and 9�a��. This stems from the fact that whereas the
hear force and solutal buoyancy force reinforce each other in
ase-IIA, they are in opposition in Case-IIB.

3.1.2 Influence of Thermal Buoyancy. In order to find the in-
uence of thermal buoyancy force on the flow inside cavity, GrT is
aried for positive and negative values of GrC when Re=700.
We first consider GrC=−106 so that RiC=−106 /7002	0. For

he case of no thermal gradient �GrT=0�, the heavier fluid tends to
emain near the bottom. The flow features due to this stable so-
utal gradient with no thermal gradient are similar to those of Fig.
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ig. 6 Contour plots for B=−5 „GrT=−106 and GrC=5Ã106
…

Case-IIA: in the absence of top lid motion…: „a… streamlines, „b…
sotherms, and „c… isohalines
�a�. Now under the cooperating buoyancy forces with GrT	0
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�Case-IA�, the stratification remains statically stable as discussed
in the previous section �see Fig. 3�a��. An increase in thermal
gradient leads to more stable configuration since the more heated
fluid near the top tends to remain near the top.

On the other hand, reverse flow characteristics leading to stati-
cally unstable stratification are observed for the case of opposing
buoyancy forces with GrT�0 �Case-IIB�. This can be seen in Fig.
9 for GrT=106. Therefore the effect of thermal gradient in Case-
IIB is opposite to that of Case-IA. An increase in thermal gradient
leads to more unstable stratification at the lower part of the cavity
as the fluid near the bottom becomes more heated �the flow fea-
tures at GrT=5106 are almost similar to those of Fig. 5�a�
�Case-IIA��. Furthermore the effect of thermal gradient is opposite
to the effect of solutal gradient in Case-IIB as the two buoyancy
forces compete with each other here. It is to be observed that at
GrT=5106 �Case-IIB�, there exist two well-mixed zones also as
in the cases of Figs. 5�b� and 5�c� �Case-IIA� with almost the
same nondimensional temperature and concentration distribution.
However, the fluid characteristics of the two zones of Case-IIB are
opposite to those in the case of Case-IIA, which means that the
upper zone contains the fluid of low temperature with low con-
centration and the fluid of high temperature and concentration is
in the lower zone. This is not surprising since the direction of
gradients of temperature and concentration in Case-IIA is opposite
to that of Case-IIB. In the absence of lid motion for the configu-
ration Case-IIB �when temperature is the driving component and
concentration is the stabilizing component�, the streamlines are
shown in Fig. 10�a� at GrT=5106 with B=−0.2. Here the direc-
tions of rotation of eddies are opposite to those in the case of lid
motion. Figures 10�b� and 10�c� suggest that both the temperature
and concentration of two well-mixed zones are increased in the
absence of lid motion compared with those in the presence of lid
motion.

6
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Fig. 7 Contour plots for GrC=0 when GrT=106
„B=0… at Re

=700: „a… streamlines and „b… isotherms
Let us next consider the case of GrC=10 so that RiC

Transactions of the ASME



=
a
c
e
F
i
A
a
s
s
l
t
b
t
w
e
t
8

	

F
„

i

J

106 /7002�0. For no thermal gradient �GrT=0�, the flow char-
cteristics with GrC=106 are opposite to those of the previous
ase of GrC=−106 but similar to those shown in Fig. 7 with two
ddies. Using similar argument given in the previous section for
ig. 5�a�, the appearance of the secondary eddy at the lower part

s due to the solutal gradient in the absence of thermal gradient.
s discussed in the previous section, under the cooperating buoy-

ncy forces B�=1� with GrT=106 �Case-IB�, the flow remains
tatically unstable. For GrT=5106, the thermal buoyancy has
imilar effect �leading to more unstable stratification� as the so-
utal buoyancy on the flow characteristics of Case-IB since both
he buoyancy forces reinforce each other. As in the case of solutal
uoyancy effects in the absence of lid motion, here also there are
wo eddies with the same directions of rotation at GrT=5106

ith B=0.2. The absolute value of maximum strength of both the
ddies is 0.0525 at these values of parameters. Here the charac-
eristics of well-mixed zones are similar to those of Figs. 8�b� and
�c�.

However, for the case of opposing buoyancy forces with GrT
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ig. 8 Contour plots for GrC=5Ã106 when GrT=106
„B=5…

Case-IB: in the absence of top lid motion…: „a… streamlines, „b…
sotherms, and „c… isohalines
0 �Case-IIA�, the statically unstable stratification is converted to
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a stable one. In fact, upon increasing �GrT�, the stratification be-
comes more and more stable �which has similar flow characteris-
tics as those of Fig. 3� since the fluid near the top lid becomes
more and more heated compared with that near the bottom lid.
Therefore, the influence of thermal buoyancy on the flow of Case-
IIA is opposite to that of the solutal buoyancy, as illustrated in the
previous section �see Figs. 4 and 5�.

A novel result of the analysis is that when Le=1 �i.e., Pr=Sc�,
the equations for heat transport and mass transport given by Eqs.
�4� and �5� become identical for a given velocity distribution.
Now since the boundary conditions for � and C are identical �see
Eq. �7��, it follows from the uniqueness property of differential
equation that �=C. Hence it is clear from Eq. �3� that the two
buoyancy force terms exactly cancel each other when GrT=
−GrC �i.e., when B=−1�. Therefore in this case the momentum
equations are decoupled from the transport equations. The stream-
lines in this case are unaffected by the thermal or solutal buoyancy
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Fig. 9 Contour plots for GrC=−106 when GrT=106
„B=−1… at

Re=700 „Case-IIB…: „a… streamlines, „b… isotherms and „c…
isohalines
forces. These are sketched in Fig. 11.
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3.1.3 Effect of Reynolds Number. From the foregoing discus-
sion it is clear that Case-IA and Case-IB lead to the case of stable
and unstable stratifications, respectively, for any positive value of
B when Re=0. However, the Case-IIA and Case-IIB would be
either stable or unstable depending on the negative values of B at
Re=0. Here we consider B=−5 with �GrT � =106 so that Case-IIA
and Case-IIB correspond to unstable and stable cases, respec-
tively, at small Re. Also we consider the case of B=−0.2 with
�GrC � =106 so that Case-IIA and Case-IIB refer to stable and un-
stable cases, respectively, at small Re. Now we study the effect of
Reynolds number on two main configurations: statically stable
and unstable stratifications.

For statically stable stratification. As Re increases from 700 to
5000, the primary eddy tends to fill up the entire cavity in Case-IA
for cooperating buoyancy forces �B�0�. When Re=5000, the
flow features are similar to those of Fig. 4�a� �lid-driven cavity
flow in a nonstratified fluid� with three tertiary eddies. Reynolds
number has also a significant effect on the flow under opposing
buoyancy forces �B	0�. This corresponds to Case-IIA with B=
−0.2, GrC=−106 and to Case-IIB with B=−5, GrT=106 �flow
characteristics for Case-IIA and Case-IIB at Re=5000 are almost
similar to those of Fig. 4�a��. It is clear that for fixed values of B,
with an increase in Re, the shear-induced primary eddy caused by
the sliding top lid progressively increases and occupies practically
the entire cavity. Due to the shearing of the top lid, as Re increases
the primary eddy gains in strength and brings the fluid near the top
lid to the interior of the cavity so that the fluid in the interior is
with high temperature and low concentration in Case-IA. Using
the same argument one can say that in Case-IIA, the fluid in the
interior cavity is with high temperature and high concentration
whereas interior cavity in Case-IIB contains fluid with low tem-
perature and concentration. Hence the Reynolds number has a
vital role in mixing of fluids in the interior cavity irrespective of
aiding or opposing buoyancy forces.

For statically unstable stratification. For Case-IB, the primary
eddy becomes stronger with increased size as Re increases. At
Re=5000, the flow characteristics are almost similar to those of
Fig. 4�a�. Thus we find that for large Re, the shear forces domi-
nate over the buoyancy forces leading to a larger and larger pri-
mary eddy. This result is also true for opposing buoyancy forces
for B=−5 with GrT=−106 �Case-IIA� and for B=−0.2 with GrC
=−106 �Case-IIB�. At higher Re, the major part of the interior
cavity from the upper side contains fluid with low temperature and
high concentration for Case-IB. Furthermore it is clear that the
mixing for Case-IIA and Case-IIB has similar characteristics as in
the case of stable stratification for large Re.

3.2 Heat and Mass Transfer Analysis. The effect of solutal
buoyancy on the average Nusselt number Nu and average Sher-
wood number Sh is depicted in Fig. 12. Figure 12�a� reveals that
Nu and Sh from both the lids decrease with an increase in �GrC�
�for fixed GrT	0� in Case-IA. Physically this stems from the fact
that in the presence of cooperating buoyancy forces �B�0�, the
flow becomes almost stagnant with no significant convection and
this stagnant region of the fluid occupies the greater portion of the
cavity from the lower side as �GrC� increases. Thus in this case
heat transfer is mainly due to thermal conduction while mass
transfer is practically due to molecular diffusion with no signifi-
cant role of convection. On the other hand in the case of opposing
buoyancy forces �B	0, Case-IIA�, both Nu and Sh increase as
�GrC� increases for given GrT	0. This can be explained by point-
ing out that the convective activities inside the cavity intensify
due to the increased strength of primary eddy and secondary eddy
by increasing the solutal gradient in presence of the upper lid
motion.

As in the case of GrT	0, Nu and Sh increase for unstable
stratification �Case-IB� and decrease for stable stratification
�Case-IIB� with an increase in �GrC� for the case of GrT�0. This
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ig. 10 Contour plots for GrT=5Ã106 when GrC=−106
„B

−0.2… „Case-IIB: in the absence of top lid motion…: „a… stream-
ines, „b… isotherms, and „c… concentration
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ig. 11 Contour plots of streamlines for B=−1 „GrT=−106,
6
 is shown in Fig. 12�b�. Using the same argument for Case-IIA in
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ig. 12�a�, heavier fluid from the upper lid tends to fall toward the
nterior in the presence of top lid motion at higher solutal gradient
n Case-IB. However, in Case-IIB, the heavier fluid at the bottom
ends to remain in the lower part of the cavity owing to the flow
ecoming more and more stagnant there and hence the heat flow
s more and more conduction dominated.

Figure 13 suggests that thermal buoyancy has also similar ef-
ects as solutal buoyancy on Nu and Sh for Case-IA and Case-IB.
ote that for B�0, buoyancy activities intensify inside the cavity
y increasing either thermal or solutal gradients. However, ther-
al buoyancy has reverse effects on Nu and Sh to those for the

olutal buoyancy for the Case-IIA and Case-IIB. Basically under
ompeting B, the tendency of thermal/solutal buoyancy is to bring
ase-IIA to a statically stable/unstable state and Case-IIB to a

tatically unstable/stable state. Therefore beyond a certain value of
, near −1 �not equal to −1� as Le=Sc /Pr�1, the thermal/solutal
uoyancy is overwhelmed by solutal/thermal buoyancy owing to
ither conduction or convection-controlled situation for each of
wo Cases IIA and IIB at small Re.

It can be seen from Fig. 14 that as Re increases, both Nu and Sh
ncrease for both statically stable and unstable stratifications. The
onvective activities are enhanced by increasing Re. Furthermore
t is clear from Fig. 14�a� that for given Re, Nu and Sh under
pposing buoyancy forces are more than the corresponding values
or the case under cooperating buoyancy forces.

From Figs. 12 and 13, it is clear that the heat flux is more than
he mass flux. This is due to the fact that for the fluid we have
onsidered, D��. Hence the thermal boundary layer is thinner
han the solutal boundary layer so that the heat flux is more than
he mass flux.

Conclusions
A numerical study of combined heat and mass transfer in a

quare cavity with a sliding top lid in the presence of vertical
emperature and concentration gradients is presented. Four flow
onfigurations are classified depending on positive/negative value
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uoyancy on flow configurations is studied in two situations: �a�
n the presence of top lid motion from left to right and �b� in the
bsence of top lid motion. Effect of shearing of the top lid is also
nvestigated in situation �a�. Based on this, we conclude the fol-
owing in situation �a�:

�i� Under the cooperating buoyancy forces, the statically
stable/unstable configuration remains statically stable/
unstable by increasing thermal and solutal gradients. How-
ever, under opposing buoyancy forces, the stable and un-
stable configurations with no solutal/thermal gradient are
converted to unstable and stable states, respectively, by
imposing nonzero solutal/thermal gradient.

�ii� The studied four flow configurations can be brought to two
main flow configurations, viz., statically stable and un-
stable stratifications in thermosolutal convection at small
Re.

�iii� Under opposing buoyancy forces, more energy and species
can be carried away from the top/bottom lid toward the
bottom/top lid even at very small Re for values of B near
−1. However, for Le=Sc /Pr=1 and B=−1, the buoyancy
terms in momentum equation vanish identically. This im-
plies that the buoyancy forces have no effect on the flow,
which will then consist of a single eddy due to shearing of
the top lid only.

�iv� The Reynolds number has significant effect on the flow
inside the cavity for both statically stable and unstable
configurations.

�v� The average rates of heat and mass transfer increase for
the case of unstable stratification whereas they decrease
for stable stratification with an increase in thermal/solutal
gradients for both B�0 and B	0. However, the average
rates of heat and mass transfer increase as Re increases for
both stable and unstable stratifications.

Detailed numerical calculations reveal that in the absence of top
id motion �situation �b��, the flow characteristics vary signifi-
antly from those of situation �a� in the following cases only.

�i� The case when the fluid at the top lid has higher tempera-
ture and concentration compared to those of the bottom
lid: for a value of B �say, B=−5�, in the presence of top lid
motion there are two well-mixed zones. However, in the
absence of lid motion there is only one well-mixed zone
having similar characteristics as those of the lower zone in
the presence of lid motion.

�ii� The case when the temperature and concentration of the
bottom lid are higher than those of the top lid: for a value
of B �say, B=−0.2�, both the temperature and concentra-
tion rise in the two well-mixed zones in the absence of lid
motion as compared with the corresponding values in the
presence of lid motion.

�iii� The case when the fluid at the top lid has higher concen-
tration with lower temperature than those at the bottom
lid: in the absence of lid motion, the concentration in both
the well-mixed zones decreases whereas temperature in-
creases in comparison with the corresponding values �of
B�1 and B	1� in the presence of lid motion.
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Nomenclature
B � buoyancy forces ratio, �C�C

0
*−C

�
*� /�T�T0−T��

C � nondimensional vapor concentration,
�C*−C

�
*� / �C

0
*−C

�
*�

GrC � solutal Grashof number, g�C�C
0
*−C

�
*�L3 /�2

GrT � thermal Grashof number, g�T�T0−T��L3 /�2

GrT
N � thermal Grashof number in natural convection,

g�T �T0−T� �L3 /�2

Nu � area-averaged Nusselt number,
�0

1�−��� /�y�lid�dx
p � nondimensionless pressure, p* /�U2

Pr � Prandtl number, � /�
Re � Reynolds number, UL /�
Sc � Schmidt number, � /D
Sh � area-averaged Sherwood number,

�0
1�−��C /�y�lid�dx

T � dimensional temperature �K�

Greek Symbols
�C � coefficient of solute expansion �K−1�
�T � coefficient of thermal expansion �K−1�
� � stream function, u=�� /�y
� � dimensionless temperature, �T−T�� / �T0−T��

Subscripts
0 � value at the bottom lid
� � value at the top lid

max � maximum value
min � minimum value
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Effect of Nonuniform Stack
Compression on Proton Exchange
Membrane Fuel Cell Temperature
Distributions
A three-dimensional model is used to predict the power output and internal temperature
distribution of a small proton exchange membrane fuel cell stack. Of particular interest is
the influence of nonuniform stack compression on thermal conditions inside the fuel cell.
A dimensionless membrane isothermality is correlated with a dimensionless compressive
load distribution, suggesting that similar relationships may be developed for other fuel
cell geometries. Fuel cell performance, in terms of minimizing temperature variations
inside the device, can be enhanced by application of nonuniform stack compression.
�DOI: 10.1115/1.2970066�

Keywords: fuel cell, contact resistance, temperature distribution
ntroduction
Computational models of fuel cell behavior can be used to pre-

ict the influence of various parameters that are difficult to mea-
ure. Information gleaned from the predictions might assist in the
esign and optimization of the fuel cell stack geometry and oper-
ting conditions. A recent review of fuel cell modeling is provided
lsewhere �1� and will not be repeated here.

A topic that has received little attention is the effect of the
ompressive force used to assemble a proton exchange membrane
PEM� fuel cell stack that is composed of many individual fuel
ells sandwiched in series electrically. For example, one would
xpect the thermal and electrical contact resistances that evolve
etween various planar components of the stack to be sensitive to
he compressive force applied to the stack. In addition, the trans-
ort properties within the porous gas diffusion layers �GDLs�
ight change in response to the compressive force applied to

hese delicate porous materials. Thermal and/or electrical contact
esistances relevant to the bipolar plate �BP�-GDL interface have
een measured recently as a function of the applied compressive
orces �2–4�.The effect of compressive loading on fuel cell stack
ower output has been discussed to a limited degree �4–8�.

Building upon recently reported contact resistance and transport
roperty measurements of relevant fuel cell materials �2�, the in-
uence of different compressive loads on �i� the measured and
redicted fuel cell power output, �ii� the predicted maximum tem-
eratures that develop within the membrane electrode assemblies
MEAs�, and �iii� the predicted temperature distributions within
he membranes has been reported �9,10�. Studies based on a 2D

odeling approach �10� have shown that thermal conditions
ithin the fuel cell membrane may be made more uniform

hrough application of optimal clamping pressures to the fuel cell
tack. Enhanced thermal uniformity �and, in turn, enhanced uni-
ormity of humidity conditions within the fuel cell and proton
oncentrations in the membrane� is desirable since it is expected
o increase the durability of the membranes used in PEM fuel
ells, leading to decreased cost and increased service life of such
evices. In particular, increased uniformity of internal conditions

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received August 23, 2007; final manuscript re-
eived June 19, 2008; published September 19, 2008. Review conducted by Ben Q.

i.

ournal of Heat Transfer Copyright © 20
may reduce formation of hot spots within the membranes, which
would, in turn, promote local membrane humidification and sub-
sequently reduce or eliminate membrane damage. Structural dam-
age to any single membrane within an entire stack, such as the
formation of small pinholes, allows the mixing of the cathode and
anode gases and promotes the gradual deterioration of fuel cell
performance �11–13�.

In this study, an existing 2D model �10� is extended to include
3D effects in order to account for �for example� the influence of
feed gas stoichiometry, defined as the ratio of the amount of gas
supplied to the fuel cell to the amount of gas consumed in the
electrochemical reactions within the fuel cell �14�. However, the
unique aspect is to consider a new approach to fuel cell stack
assembly, specifically, to simulate the fuel cell’s response to spa-
tially nonuniform compressive loads. As will become evident, the
results suggest that such an approach could be exploited to pro-
mote more isothermal conditions within a fuel cell, while having
negligible impact on the power output of the fuel cell. Correlation
of a dimensionless membrane isothermality to a dimensionless
clamping pressure distribution is achieved, suggesting that similar
fuel cell stack geometry-specific relationships could be developed
to assist in the realization of more durable fuel cells. Nonuniform
pressure distributions applied to fuel cell stack components would
be trivial to implement in practice and could be done at no cost.

Mathematical Model
A section of a PEM fuel cell, arbitrarily showing three anode

�H2� channels and three cathode �Air� channels, is illustrated in
Fig. 1�a�. Additional channels would typically exist in the �y
directions. During operation, the water vapor-saturated hydrogen
that is fed to the anode channels is partially transferred through
the top GDL �Fig. 1�b�� to the adjacent catalyst layer where it is
decomposed into electrons and protons by an electrochemical re-
action. The electrons flow through the electrically conducting bi-
polar plates to an external load �not shown� to provide electrical
power. Meanwhile, protons migrate through the non-electrically-
conducting membrane toward the cathode side of the fuel cell.
The oxygen contained in the air of the cathode channels is trans-
ferred through the bottom GDL upward to the adjacent catalyst
layer and combines with the protons from the membrane and elec-
trons from the external load to form liquid water.

A fuel cell stack consists of many individual fuel cells sand-

wiched together in series. Therefore, within a stack with coflow-
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ng gas streams, the top boundary of Fig. 1�a� corresponds to the
enterline of a bipolar plate equipped with anode gas channels on
ts bottom side �shown� and cathode channels on its top side �not
hown� and is characterized by periodic conditions in the
-direction. For coflowing fuel �H2� and oxidant �air�, x-z planes
f symmetry also occur in the y-direction, and a magnification of
he dashed control volume of Fig. 1�a� �that is subject to symme-
ry boundary conditions and extends from the centerline of a flow
hannel to the centerline of a bipolar plate land� is shown in Fig.
�b�.

The computational domain of Fig. 1�b� is selected to take ad-
antage of both symmetry and periodicity. For very high stoichi-
metric ratios �gas flow rates� and fully developed conditions,
ransport occurs across the MEA �which consists of the membrane
nd thin catalyst layers� and variability also occurs in the
-direction. However, variation in the z-direction would be small.
ence, the 3D response at very high stoichiometry is expected to
e similar to the response that would be predicted using a 2D
x ,y� modeling approach. Using 2D modeling �10� the effect of
arious uniform clamping forces �Fig. 1�b�� has been considered.
n this study, 3D effects that emerge due to �i� the fuel cell being
perated at low stoichiometric ratios, �ii� the gases in the channels
xperiencing entrance effects, and �iii� spatially nonuniform
lamping forces along the channel length �z-direction� are consid-
red. Counterflowing or cross-flowing anode and cathode gases
re not considered here, but could be investigated with appropriate
evisions to the model.

To develop a tractable 3D model, it is necessary to implement a
umber of assumptions beyond those pertaining to the periodicity
f the stack geometry. Consistent with the 2D model described in
etail elsewhere �9,10�, the following assumptions are made. First,
teady-state behavior is assumed. Although transient effects, such
s high frequency fluctuations due to the motion of water droplets
10�, may affect the durability of the membrane, such events are
andom and cannot be predicted with any model. Air and hydro-
en obey the ideal gas law and are assumed to be fully saturated
ith water vapor at the channel inlets. All flows are assumed to be

aminar because of the small dimensions of the gas channels
0.5�0.8 mm2� and the low gas velocities. Water is assumed to
xist in the liquid and vapor phases within the entire MEA, and in

Fig. 1 Schematic of „a… a repeating section of th
he vapor phase within other regions of the computational domain

22002-2 / Vol. 130, DECEMBER 2008
�excluding the impermeable bipolar plates�. The proton concentra-
tion within the membrane is assumed to be spatially uniform and
equal to the distribution of sulfonic acid groups that are embedded
in the membrane’s architecture. Variable properties are accounted
for, except as noted in Ref. �10�. Despite not accounting for de-
tailed two-phase flow effects, the 2D model �10� that is extended
to the 3D model in this study is capable of predicting the experi-
mentally determined influence of various uniform compressive
forces that are applied to a single MEA fuel cell operating at high
stoichiometry on the fuel cell power output as well as the predic-
tions of the results reported by other authors. The 3D model re-
ported here is based on use of Sigracet® GDLs with measured
properties and contact resistances as reported in Ref. �2�. As noted
in the previous 2D modeling effort �10�, the variation of the BP-
GDL electrical contact resistance is the dominant factor in chang-
ing the fuel cell power output at various uniform compressive
loads.

First, the 3D model is generated by extending the extensive set
of 2D governing equations �10� to the appropriate 3D forms in a
straightforward manner. The governing equations describe the
conservation of mass, momentum, thermal energy, ionic charge,
electronic charge, and species. They are very lengthy and cannot
be repeated here due to space limitation. Boundary and coupling
conditions are also very lengthy and are straightforward exten-
sions of the extensive set of conditions used in the 2D model and
reported in detail elsewhere �10�. Second, the 3D equations �ex-
tensions of the existing 2D equations� are then linked to new 3D
equations applied to the gas channels as follows.

Gas Channel Governing Equation. Neither evaporation nor
condensation of water is accounted for within the anode or cath-
ode flow channels �the water phase change occurs within the
MEA and is accounted for there�. However, conditions do change
within the gas channels in the z-direction in response to flow
development and the phase change processes. For example, the
total mass flux at the individual channel inlets is not the same as
the total mass flux at the individual channel outlets because of the
exchange of mass associated with the electrochemical processes
and, specifically, the exchange of water with the adjoining GDLs.
In the absence of phase change within the channels, the 3D mass

uel cell stack and „b… the computational domain
e f
conservation equation is
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�x
��u� +

�

�y
��v� +

�

�z
��w� = 0 �1�

he channel flow field is obtained by solving the steady-state
avier–Stokes equations, which express the momentum conserva-

ion as

u
�u

�x
+ v

�u

�y
+ w

�u

�z
= −

1

�

�p

�x
+ � f� �2u

�x2 +
�2u

�y2 +
�2u

�z2� �2�

u
�v
�x

+ v
�v
�y

+ w
�v
�z

= −
1

�

�p

�y
+ � f� �2v

�x2 +
�2v
�y2 +

�2v
�z2� �3�

u
�w

�x
+ v

�w

�y
+ w

�w

�z
= −

1

�

�p

�z
+ � f� �2w

�x2 +
�2w

�y2 +
�2w

�z2 � �4�

here � f =xO2
�O2

+xN2
�N2

+xH2O�H2O with the individual species
iscosities evaluated based on the local temperature.

The temperature distribution in the channels is obtained by
olving the energy equation

�cp�u
�T

�x
+ v

�T

�y
+ w

�T

�z
� = kf� �2T

�x2 +
�2T

�y2 +
�2T

�z2 � �5�

here kf =xO2
kO2

+xN2
kN2

+xH2OkH2O and the species thermal con-
uctivities are evaluated based on the local temperature. No
hemical reactions occur in the flow channels, and the species
istributions evolve in response to the combined effects of diffu-
ion and advection as follows:

u� �xi

�x
� + v� �xi

�y
� + w� �xi

�z
� = Di� �2xi

�x2 +
�2xi

�y2 +
�2xi

�z2 � �6�

here Di=D0,i�T /T0�3/2�p0 / p� using values of D0,i, T0, and p0
eported elsewhere �15�.

Boundary and Coupling Conditions. Boundary and coupling
onditions are applied to solve the governing equations and deter-
ine T�x ,y ,z�, �i�x ,y ,z�, �e�x ,y ,z�, xO2

�x ,y ,z�, xH2
�x ,y ,z�,

W�x ,y ,z�, u�x ,y ,z�, v�x ,y ,z�, w�x ,y ,z�, and p�x ,y ,z� throughout
he entire computational domain.

For the mass conservation and momentum equations, the ve-
ocities of the gases at the inlets of the anode and the cathode
hannels are prescribed �u=v=0,w=win�. At the outlets of the
ow channels, the pressure is prescribed using values that are
onsistent with typical operating conditions within fuel cells �2

p�x ,y ,z=L��3 bars�. New boundary and coupling conditions
re developed to link Eqs. �1�–�6� with the 3D extensions of the
xisting 2D model equations. Specifically, at the interface between
he anode and cathode flow channels and adjacent GDLs, the
oundary conditions for the Navier–Stokes equations �2�–�4� are
pecified such that the mass flow rate and momentum transfer
cross the GDL-channel interface is conserved. The boundary
ondition for Darcy’s equation that is applied within the GDLs
10� is represented by pressure continuity across the interface.
o-slip impermeable conditions are applied at the gas-BP and
DL-BP interfaces. The vertical centerline of each flow channel is

ubject to no shear conditions with zero mass flux, reflecting the
ymmetry of the problem.

For temperature and species conservation equations, the inlet
alues of the anode and the cathode flow channels are prescribed;
�x ,y ,z=0�=Tin ,xi�x ,y ,z=0�=xi,in. At the channel outlets, the
radients of the temperature and the species concentrations are
ssumed to be zero. Temperature and species variables, and their
ssociated fluxes, are continuous across the interface between the
hannels and GDLs. The bipolar plates are impermeable but ther-
ally and electrically conducting. The centerline of the flow chan-

el is characterized by zero-flux conditions, reflecting the symme-
ry of the problem.
To mimic the behavior of the entire stack, periodic thermal

ournal of Heat Transfer
conditions �identical local temperatures and local heat fluxes in
the x-direction� are applied at the top and bottom boundaries of
the control volume shown in Fig. 1�b�. Zero velocity and zero
temperature, species, and ionic and electronic potential gradients
are specified at the symmetry x-z planes indicated by dashed lines
in Fig. 1�a�. The vertical surfaces at the inlet and outlet of the fuel
cell are insulated from the thermal, electrical, and ionic perspec-
tives. All predictions are based on a cell voltage �voltage differ-
ence between the top and bottom of the computational domain� of
0.6 V, which is a typical operating condition.

Clamping Pressure Influence on Contact Resistances and
GDL Permeability. Extensive discussion regarding the effect of
thermal and electrical contact resistances at the interface between
the GDLs and the BPs on fuel cell behavior can be found in Ref.
�10�. Specifically, the sensitivity of �i� the thermal and electrical
contact resistances and �ii� the GDL permeability to the compres-
sive pressure for different GDLs have been recently reported, and
the following expressions are curve fits to the Sigracet®-based
experimental data of Ref. �2�.

RT,c = �− 2.1pcl
2 + 86pcl + 407�−1 �7�

Re,c = �− 2.1 � 103pcl
2 + 9.7 � 104pcl + 105�−1 �8�

Units of the various constants are not included in the preceding
expressions but are consistent in order to use, as input, the clamp-
ing pressure in bars, yielding contact resistances with the units
reported in the Nomenclature. A curve fit to the reported data for
the in-plane GDL permeability is

Kp = − 2 � 10−13pcl
2 − 9 � 10−13pcl + 2.1 � 10−11 �9�

while the ratio of the in-plane to the through-plane permeability is
66 �2�.

Numerical Solver. The governing equations, subject to the nu-
merous boundary and coupling conditions, were solved using a
finite element method. In the solution of the 3D equations applied
to the flow channels, a combination of second-order elements for
the velocity components and linear elements for the pressure �the
default element for the incompressible Navier–Stokes application
mode in the commercial code FEMLAB� is used. Due to the large
number of coupled equations that needs to be solved, the total
number of elements was limited to approximately 32,000. A grid-
size sensitivity study was performed by reducing the number of
elements by approximately 10% �Grid A�, 20% �Grid B�, and 40%
�Grid C� from values associated with the finest mesh. Deviations
in predicted local temperatures �relative to predictions using the
finest mesh� are 0.006 K for Grid A, 0.03 K for Grid B, and 0.08
K for Grid C. The predicted fuel cell power output for typical
cases agreed to within six figures of the predictions associated
with the finest grid for Grid A, and the discrepancy increased to
0.04% and 0.21% agreement for Grids B and C, respectively.
Hence, the results reported here, which are all generated with the
finest mesh, are considered to be grid-size independent.

Quantitatively, the results were generated using 15�18�20
elements in each BP, 10�10�20 elements in each gas flow chan-
nel, 10�18�20 elements in each GDL, 10�18�20 elements in
each catalyst layer, and 8�18�20 elements in the membrane in
x-, y-, and z-direction, respectively. The required CPU time on a 3
GHz Pentium 4 computer was approximately 2 h per simulation
when predictions associated with similar operating conditions
were used as initial conditions for the new case of interest. Pre-
dictions based on arbitrary initial conditions typically require ap-
proximately 10 h CPU time to converge.

Results and Discussion
The results were obtained using the thermophysical property

values reported in Table 2 of Ref. �10� along with the base case
parameters listed in Table 1. Note that the fuel cell is short relative

to most PEM devices. Specification of a small length is necessary

DECEMBER 2008, Vol. 130 / 122002-3
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ue to computational constraints associated with the large number
f governing equations that are included in the physical descrip-
ion of the device, and the need to report grid-independent predic-
ions. As a result, temperature differences are quite small. None-
heless, the predictions are useful in that they suggest a novel way
o potentially improve the uniformity of thermal and humidity
onditions regardless of the size of the fuel cell, as will become
vident.

Base Case 3D Predictions: Uniform Clamping Pressure. The
odel was checked by comparing the 3D predictions to the 2D

redictions �10� for limiting case conditions. �Note that, in turn,
he benchmark 2D predictions were validated by comparison to
xperimental results in terms of the sensitivity of the predicted
nd measured fuel cell power output to the applied uniform com-
ressive loading of the cell.�

To facilitate discussion, a magnified view �not to scale� of the
embrane of Fig. 1�b� is shown in Fig. 2 in which locations

ssociated with subsequent discussion are identified. For example,
o consider typical membrane temperatures, results will be re-
orted for the shaded interrogation plane that is located midway
hrough the thickness of the membrane �x= t /2�.

The effect of stoichiometry on the predicted temperature differ-
nces ��T�Tmax−Tmin� that evolve in the interrogation plane of
ig. 2 for uniform clamping pressures of pcl=1 bar and 3 bars is
hown in Figs. 3 and 4.

In Fig. 3, the solid lines represent �Ty at three different stream-
ise locations within the interrogation plane of the membrane

see Fig. 2�. The two dashed lines of Fig. 3 correspond to the 2D
redictions �10�. As evident in Figs. 3�a� and 3�b�, the 2D and 3D
redictions are in relatively good agreement at the highest stoichi-
metric ratios, as expected since the 2D results are, in effect,
ssociated with infinite gas flow rates. The small deviation be-
ween the 2D and 3D predictions evident at the highest stoichio-

etric ratio may be attributed to, for example, the developing
ows in the channels that are captured by the 3D simulation.
egardless of the stoichiometry, the 2D and 3D predictions are in

emarkable agreement at z=L /2 �middle�. This good agreement is

Table 1 Base case parameters and properties

Parameter Value

hannel depth �x-direction� 0.5 mm
hannel half-width �y-direction� 0.4 mm
hannel length �z-direction� 10 mm
P land half-width �y-direction� 0.3 mm
P half-thickness �x-direction� 1.5 mm
ir inlet temperature 353 K
ir outlet pressure 3 bars
xygen/nitrogen ratio in air at inlet 0.21/0.79
ydrogen inlet temperature 353 K
ydrogen outlet pressure 3 bars
xygen stoichiometric ratio 2.08
ir to hydrogen stoichiometric ratio 1.5

ig. 2 Magnified view of the membrane with a shaded interro-

ation plane

22002-4 / Vol. 130, DECEMBER 2008
partially explained by the fact that the 2D model corresponds to
fully developed channel flow conditions, and the inlet gas condi-
tions of the 3D model are identical to the mean conditions speci-
fied in the 2D model. Hence, heat and mass transfer rates at the
flow channel-GDL interface, near the inlet �z=0� of the 3D chan-
nel, will exceed those predicted with the 2D model �due to en-
trance effects�. On the other hand, at the outlet �z=L� of the 3D
channel, heat and mass transfer rates will be less than those pre-
dicted with the 2D model due to the streamwise variation of the
gas temperature and humidity. Therefore, at some intermediate
distance along the channel, these effects will offset one another,
leading to relatively good agreement between the two models.
Note that at pcl=1 bar �Fig. 3�a�� the maximum temperature dif-
ference in the y-direction is located at the inlet, while �Ty,max
switches to the channel outlet as the uniform clamping pressure is
increased to 3 bars �Fig. 3�b��. This behavior will be exploited
later.

Maximum temperature differences in the z-direction �these val-
ues are determined by first finding a set of data containing the

Fig. 3 Temperature difference in the y-direction at different lo-
cations within the membrane as a function of O2 stoichiometric
ratio with uniform clamping pressure. „a… pcl=1 bar and „b…
pcl=3 bars.

Fig. 4 Maximum temperature differences in the z-direction
„along lines of constant y in the interrogation plane… as a func-

tion of O2 stoichiometric ratio for uniform pcl=1 bar and 3 bars

Transactions of the ASME
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aximum temperature differences along each line of constant y
ithin the membrane, then comparing these values and reporting

he largest single value in the data set� are shown in Fig. 4. At the
ighest stoichiometric ratios, variations in the z-direction are ex-
ected to be small since streamwise advection dominates diffusion
n the gas channels. Therefore, �Tz,max is expected to approach
ero as the stoichiometric ratio increases, and this trend is evident
or both clamping pressures. Conversely, at zero stoichiometric
atio the fuel cell cannot produce power and �Tz,max must be zero.
his asymptotic behavior is also evident in Fig. 4. Overall tem-
erature differences in the z-direction are approximately 5°C at
oderate stoichiometric ratios and are significantly larger than the

emperature differences spanning across the membrane in the
-direction, as reported in Fig. 3.

Base Case 3D Predictions: Nonuniform Clamping Pressure.
hermal uniformity within the membrane is desirable because
igh temperatures or large temperature gradients can cause dam-
ge. Uniform temperatures will correspond to enhanced unifor-
ity of the moisture distribution within the fuel cell, which is also

esirable to promote fuel cell durability and reduces the need for
etailed two-phase flow and heat transfer modeling �4,10�. For
xample, maximum local temperatures must be kept below the
oftening temperature of a Nafion® membrane, 119°C �13�, while
arge spatial temperature differences may lead to highly nonuni-
orm moisture conditions and, in turn, local drying and burnout of
he membrane. In addition to temperature and humidity differ-
nces, high thermal or moisture gradients may also adversely af-
ect membrane durability. In general, spatial gradients in the span-
ise �y� direction exceed those in the flow �z� direction. In Ref.

10�, an optimum uniform clamping pressure �pcl�2 bars� to
aximize thermal uniformity was found to exist for a very wide

ange of operating conditions and fuel cell geometries for various
DL materials. However, that conclusion, based on 2D modeling,
ay be valid only at high stoichiometric ratios for the 3D fuel cell

f Fig. 1.
The effect of various uniform �m=0� clamping pressures on

emperature differences ��T�Tmax−Tmin� in the y-direction at
ifferent locations along the flow channels �see Fig. 2� is reported
n Fig. 5. Note that the particular stoichiometric ratio used �SO2
2.08� is somewhat arbitrary but typical of fuel cell operating
onditions. The dashed line in Fig. 5 corresponds to the 2D results
ssociated with infinite stoichiometry �10�. As evident, the tem-
erature variations in the y-direction are very sensitive to the
lamping pressure and the z-location of interrogation. At z=L /2
middle�, the value of �Ty is minimized at pcl�2 bars and ex-
ibits a sensitivity to the clamping pressure that is in remarkable
greement with the 2D results. At the inlet �z=0� and outlet �z
L�, temperature differences within the membrane are minimized

ig. 5 Temperature differences in the y-direction at different
ocations along the flow channels as a function of uniform
lamping pressure, SO2

=2.08
t high and low clamping pressures, respectively. Regardless of

ournal of Heat Transfer
the clamping pressure, temperature differences at z=L /2 are al-
ways smaller than temperature differences at the entrance or exit
of the flow channels.

The results of Fig. 5 suggest that if small clamping pressures
are applied near the channel outlets and large clamping pressures
are applied in the vicinity of the channel inlet, reduced tempera-
ture variations within the membrane might be achieved. Hence,
application of nonuniform clamping pressure distributions is now
considered.

In the following discussion, the local clamping pressure is as-
sumed to have a linear distribution described by

pcl�m,z� = p̄cl + m�1

2
−

z

L
� �10�

Note that large values of m are avoided to ensure specification of
a compressive load at all z-locations. Such a distribution would
result if the compressible materials �GDLs and MEAs� within the
fuel cell stack exhibit elastic behavior and different compressive
forces are applied along the fuel cell in the z-direction. In practice,
a fuel cell stack is compressed by a series of all-threaded rods
equipped with springs and/or Belville washers, and application of
a linear clamping pressure distribution is readily achievable.

Pertinent results using various clamping pressure distributions
are shown in Fig. 6. The effect of p̄cl on the fuel cell’s power
density over the entire range of nonuniformity �m=0 bar, 1.3
bars, 2.6 bars, 3.9 bars, and 4.2 bars� is shown in Fig. 6�a�. As
evident, the power output increases with the average clamping
pressure but application of a nonuniform clamping pressure has a
negligible impact. The results reported elsewhere �16� for the
same conditions show that local maximum MEA temperatures �at
the interface between the cathode catalyst layer and the mem-
brane� are also unaffected by the nonuniformity of the clamping
pressure distribution but increase with the average clamping pres-
sure. Hence, nonuniformity of the clamping pressure has neither a
beneficial nor a detrimental effect on either the power output or
maximum membrane temperatures for the fuel cell of Fig. 1 op-
erating under the conditions considered here.

Thermal uniformity within the MEA is, however, beneficially
affected by application of nonuniform clamping pressures, and the
results are shown Fig. 6�b�. Note that �T represents the difference

Fig. 6 „a… Power density, „b… difference between maximum and
minimum temperatures of the membrane, „c… maximum tem-
perature difference along the membrane „y-direction…, and „d…
maximum temperature difference along the membrane
„z-direction… as a function of the nonuniform clamping pres-
sure distribution. Gas pressure is p=3 bars.
between the absolute maximum and minimum temperatures any-
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here in the MEA, and the locations of the maximum and mini-
um values change as the clamping pressure and its distribution

re adjusted �9,16�. Thermal uniformity is enhanced because mini-
um local MEA temperatures �at the interface between the anode-

ide GDL and the adjacent catalyst layer� increase as nonuniform
lamping pressure distributions are applied. Humidity and proton
oncentration conditions would, likewise, be made more uniform.
he values of �Ty,max and �Tz,max, shown in Figs. 6�c� and 6�d�

the temperature differences are defined in the same manner as in
he discussion of Figs. 3 and 4�, are in general reduced with in-
orporation of the nonuniform clamping pressure scheme, pre-
umably reducing stresses within the membrane and enhancing
uel cell durability. Detailed temperature distributions within the

EA and flow channels are reported elsewhere �9,16�.

3D Parametric Simulations: Correlation of Results. In the
iscussion so far, a particular fuel cell operating under base case
onditions with various uniform and nonuniform applied com-
ressive forces has been examined. Consideration of all possible
perating conditions, all possible BP geometries, all possible fuel
ell materials, and all possible flow channel configurations is im-
ossible. In the discussion to follow, the results are correlated for
he particular fuel cell configuration considered here under a
roader range of operating conditions. As will be shown, correla-
ion of results reported in terms of various dimensionless tempera-
ure distributions is possible, and the correlation shows that non-
niform clamping pressure distributions can be beneficial but
ust be applied judiciously.
Approximately 90 simulations were performed using the prop-

rties of a Sigracet® GDL, and the parameters of Table 1, for
arious average clamping pressures and values of m, as listed in
able 2. As evident, a range of anode and cathode gas pressures,
� p�3 bars, is considered and m=0 is not included.
A dimensionless uniformity of the membrane temperature, B

Table 2 Slope of the clamping pressure dist
and gas pressures for Fig. 7

p�bar� 1 2 3

2 1.1, 1.3 1.3, 2.6 2.6, 3.9
4.2

2.1 1.3 2.6, 3.0, 1.3, 2.6,
3.9 3.9, 4.2

2.25 1.3 1.3, 2.6, 1.3, 2.6,
3.0, 3.9 3.9, 4.2

2.5 1.3 1.3, 2.6, 1.3, 2.6,
3.0 3.9, 4.2

3 1.1, 1.3, 1.3, 2.6, 1.3, 2.6,
1.5 3.0 3.9, 4.2

ig. 7 Relationship between the dimensionless thermal uni-
ormity „B… and the dimensionless compression pressure dis-

ribution „A…

22002-6 / Vol. 130, DECEMBER 2008
��Tmax−Tmin� /Tin, is reported in Fig. 7 as a function of a dimen-
sionless compression pressure distribution of the form A
��m / p̄cl� · �p / p̄cl�0.55. The results of individual simulations are
shown as data points, while the solid lines are shown as curve fits
of the predictions.

For constant �nonzero� m, if p̄cl=0, A→� and no power is
generated due to the infinite electrical contact resistances. There-
fore, no temperature gradients can exist within the fuel cell and
B→0. Generally, one would not operate at high A conditions.
Also for constant �nonzero� m, if the gas operating pressure goes
to zero, A→�, no power is generated, and B→0. At high gas
operating pressures, power is increased and the temperature dif-
ferences approach zero at a slower rate as A→� �the approach to
B=0 for p=3 bars is not evident in Fig. 7�. Note that inclusion of
m in the definition of A explicitly incorporates the effects of the
clamping pressure nonuniformity on the isothermality of the
membrane, and results in the correlation of otherwise scattered
data.

The exponent of A �0.55� was determined by first considering
the base case results associated with an operating gas pressure of
p=3 bars, resulting in the nearly linear dependence of B on A, as
evident in Fig. 7. In short, at p=3 bars, thermal conditions within
the membrane can be made more uniform by increasing the di-
mensionless nonuniformity of the applied clamping pressure
distribution.

Above a critical gas pressure of pcrit�2.25 bars, increasing the
nonuniformity of the clamping pressure distribution will enhance
the thermal uniformity of the membrane. However, below the
critical clamping pressure �p�2.1 bars�, application of a nonuni-
form clamping pressure distribution will initially increase the tem-
perature differences within the membrane, prior to reducing the
temperature differences. The transition occurs at a dimensionless
clamping pressure distribution of Acrit�1. For the lowest gas
pressures �p�2 bars�, optimal conditions, in terms of membrane
thermal uniformity, exist for uniform clamping pressures �m=A
=0�. Hence, application of nonuniform clamping pressure distri-
butions can either enhance or reduce the fuel cell thermal �and
humidity� uniformity, depending on the operating conditions of
the fuel cell.

Summary and Conclusions
A 3D model of a PEM fuel cell stack has been developed. The

model accounts for the variation of thermal and electrical contact
resistances at the BP-GDL interface as well as changes in the
permeability of the GDLs in response to changes in the compres-
sive load applied to the stack. The model was validated by com-
paring its predictions at high stoichiometric ratio with existing
experimentally validated 2D model.

The temperature distribution within the membrane is highly de-

ution, m „bar…, for various average clamping

p̄cl �bar�
4 5 7 9

2.6, 3.9, 3.9, 4.2 1.3, 2.6, 1.3, 2.6,
4.2 3.9, 4.2 3.9, 4.2

1.3, 2.6, 2.6 1.3, 2.6 2.6, 4.2
3.9

2.6, 3.9, 2.6, 4.2 1.3, 2.6 -
4.2

1.3, 2.6, 2.6 1.3, 3.9 -
3.9, 4.2
1.3, 2.6, 1.3, 2.6, 1.3, 2.6, 1.3, 2.6,
3.9, 4.2 3.9, 4.2 3.9, 4.2 3.9, 4.2
rib
pendent on the clamping pressure distribution. Maximum tem-
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erature differences within the membrane at different locations
long the flow channels are minimized at different values of pcl. A
ovel approach to fuel cell stack assembly, application of nonuni-
orm clamping pressure distributions, is proposed and the predic-
ions suggest that thermal conditions within the stack can become

ore uniform with negligible impact on the fuel cell power output
r maximum membrane temperature. Although some of the effects
eported here may appear to be minor �that is, the change in the
ifference between local maximum and local minimum tempera-
ures as a function of the clamping pressure is less than 1°C�, the
ffects would be amplified if a larger fuel cell were to be consid-
red.

Dimensionless parameters describing the clamping pressure
istribution as well as the nonuniformity of thermal conditions
ithin the membrane have been introduced. The two parameters

an be correlated, and the results show that the potential benefits
f applying a nonuniform clamping pressure distribution are de-
endent on the operating conditions of the particular fuel cell
onsidered here and, due to creep or strain-related fatigue, optimal
ompressive forces may change with time. Hence, general recom-
endations regarding an optimal nonuniform clamping pressure

istribution cannot be made. Despite these limitations, the concept
f improving fuel cell durability through application of nonuni-
orm compressive forces in stack assembly appears to be of value.
ssembly of fuel cell stacks with nonuniform clamping pressures

s an inexpensive alternative to other strategies aimed at improv-
ng fuel cell durability and, in turn, potentially reducing fuel cell
ost.

omenclature
A 	 dimensionless thermal uniformity
B 	 dimensionless compression pressure

distribution
Di 	 species diffusivity, m2 /s
F 	 force, N

Kp 	 hydraulic permeability of the porous media,
m2

L 	 channel length, m
P 	 power density, W /m2

Re,c 	 electric contact resistance, 
 m2

RT,c 	 thermal contact resistance, m2 K /W
S 	 stoichiometric ratio
T 	 temperature, K
k 	 thermal conductivity, W /m K

m 	 slope of local pressure distribution, bar
cp 	 specific heat, J /kg K
p 	 gas pressure, Pa or bar

pcl 	 clamping pressure, bar
p̄cl 	 average clamping pressure, bar

t 	 membrane thickness, m
u, v, and w 	 velocity components, m/s
x, y, and z 	 coordinate directions

xi 	 mole fraction of the ith component

reek Symbols
� 	 kinematic viscosity, m2 /s

� 	 ionic potential, V
i

ournal of Heat Transfer
�e 	 electronic potential, V
� 	 density, kg /m3

Subscripts
cl 	 clamping

H2 	 hydrogen
O2 	 oxygen
W 	 water

crit 	 critical
f 	 fluid

in 	 inlet
max 	 maximum
min 	 minimum

0 	 reference value
y 	 y-direction
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Time-Resolved Micro-Raman
Thermometry for Microsystems
in Motion
Micro-Raman thermometry has been demonstrated to be a feasible technique for obtain-
ing surface temperatures with micron-scale spatial resolution for microelectronic and
microelectromechanical systems (MEMSs). However, the intensity of the Raman signal
emerging from the probed device is very low and imposes a requirement of prolonged
data collection times in order to obtain reliable temperature information. This charac-
teristic currently limits Raman thermometry to steady-state conditions and thereby pre-
vents temperature measurements of transient and fast time-scale events. In this paper, we
discuss the extension of the micro-Raman thermometry diagnostic technique to obtain
transient temperature measurements on microelectromechanical devices with 100 �s
temporal resolution. Through the use of a phase-locked technique we are able to obtain
temperature measurements on electrically powered MEMS actuators powered with a
periodic signal. Furthermore, we demonstrate a way of obtaining reliable temperature
measurements on micron-scale devices that undergo mechanical movement during the
device operation. �DOI: 10.1115/1.2976552�

Keywords: Raman spectroscopy, thermometry, MEMS, thermal actuators
Introduction
Temperature diagnostics are essential tools for the evaluation

nd design of microelectronics devices and microelectromechani-
al systems �MEMSs�. The length scale of these devices necessi-
ates a thermometry technique with micron- and sub-micron-scale
patial resolutions. Typical thermometry tools, such as IR ther-
ography �1,2�, lack sufficient spatial resolution to provide reli-

ble temperature information to be used in device design, devel-
pment, and evaluation. Moreover, the Raman technique provides
emperature data that are free from bias errors associated with
ncomplete knowledge of device emissivity, which plague IR
echniques.

In recent years, micro-Raman spectroscopy has surfaced as a
ersatile tool for obtaining localized temperature measurements
n active electronic and mechanical systems �3–11�. For MEMS
evices, Raman thermometry has been successfully used as a tool
or evaluating and validating thermal models of electrically and
ptically powered thermal actuators �6–8�. Although this tech-
ique can achieve micron-scale spatial resolution in the tempera-
ure measurement due to the tight focusing of a probe-laser beam,
he long photon collection times �on the order of tens of seconds
o a few minutes� required to accurately determine surface tem-
eratures impose the requirement of steady-state thermal condi-
ions within the device under test. This limitation currently im-
edes the measurement of transient thermal phenomena with
icro-Raman thermometry.
Recently, Kuball et al. �5� developed a technique whereby time-

esolved temperature measurements were obtained with Raman
hermometry on AlGaN/GaN transistors �5�. Their technique em-
loys a pulsed device powering scheme and a Raman probe-laser
eam that is modulated in and out of alignment with the micro-
cope in a phase-locked manner relative to the cyclic device forc-
ng to “map” the device temperature in time. While the method
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eering Congress �IMECE2007�, Seattle, WA, November 10–16, 2007.
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used by Kuball and co-workers can be applied effectively to mi-
croelectronic devices that do not undergo any in-plane displace-
ment, it is not effective for measurements in moving MEMS de-
vices, such as electrically powered thermal actuators.

In this paper, we discuss the implementation of a phase-locked,
time-resolved Raman thermometry technique similar to that of
Kuball et al. �5�. Our system overcomes the limitation of a fixed
sample surface and, therefore, can be applied to actuators in op-
eration and in motion. By using a system with paired cylindrical
optics, micron-scale spatial resolution can be maintained along the
axis of long, thin MEMS actuators, while still obtaining reliable
data from the moving actuator surfaces. In addition, our system
utilizes liquid-crystal shutters to modulate the probe-laser beam.
These shutters are less expensive than the acousto-optic modula-
tors used by Kuball et al. �5� and are effective for MEMS forced
to kilohertz rates. The obtained temperature measurements are
then compared with numerical simulations of the devices.

2 Experimental Details

2.1 Device Description. Two different types of electrically
powered thermal actuators were used in this study. Both actuator
styles were fabricated using Sandia National Laboratories’
SUMMiT-V™ �Sandia’s ultraplanar multilevel MEMS technol-
ogy� five layer polysilicon surface-micromachining process �12�.
This process utilizes a polysilicon base plane �Poly0� and four
structural polysilicon layers �Poly1–Poly4� separated by sacrificial
oxide layers. After the final deposition, the oxide layers are etched
away to release the polysilicon structures.

The first type of device was a standard chevron-style electro-
thermal actuator �Fig. 1�a��, which has a 20 �m wide central
shuttle and four 3 �m wide�300 �m long legs. The actuator
was fabricated from a laminate of the bottom three structural lay-
ers of SUMMiT, Poly1, Poly2, and Poly3, with an overall thick-
ness of 6.75 �m and a nominal actuator-to-substrate distance of
2.3 �m. The offset of the legs was 12 �m.

The second style of actuator tested was an optothermal actuator
�Fig. 1�b�� �13�, which was configured to operate electrically. The
actuator design has two 3 �m wide�300 �m long legs and a

large 150 �m diameter center shuttle. The offset angle of the legs

DECEMBER 2008, Vol. 130 / 122401-108 by ASME
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s 6 deg. These actuators were fabricated from a laminate of the
op two layers in SUMMiT, Poly3 and Poly4, for a thickness of
.5 �m and a 6.5 �m gap to the substrate. In operation, for both
esigns, the current flowing through the device causes Joule heat-
ng and subsequent thermal expansion of the legs. Due to the
ffset in the legs, the center shuttle undergoes a linear displace-
ent, as indicated in Fig. 1.

2.2 Phase-Locked Raman Thermometry. For thermometry
easurements we used a Renishaw in-Via Raman microscope
ith a 180° backscattering geometry that uses a 488 nm Ar+ laser

s the probe source. A schematic of the Raman system is pre-
ented in Fig. 2. The Raman signal is collected with a back-
lluminated charge-coupled device �CCD� camera, which, when
oupled to the Raman system, gives a spectral dispersion of
.59 cm−1 /pixel and improved quantum efficiency. By using a
ack-illuminated CCD �quantum efficiency �QE� at 500 nm
95%� we are able to obtain comparable signal-to-noise ratios

SNRs� to the stock CCD camera �QE at 500 nm�12%� over
uch shorter acquisition times. The spatial resolution of the in-

trument is determined by the 100� magnification, 0.75 numeri-
al aperture �NA� objective lens, which provides a laser spot size
maller than 500 nm. Additional defocusing of the laser beam
ithin the sample results in a lateral spatial resolution of
1.2 �m �8�.
In the Raman process, the interaction of the incident photons

ith the optical phonon modes of the sample leads to inelastic
cattering of the laser light. The inelastically scattered photons are
ither higher �anti-Stokes� or lower �Stokes� in frequency than the
ncident photon. In silicon, the Raman light results from the triply
egenerate optical phonon at the Brillouin zone center and there-
ore the Raman spectrum has a single peak at approximately
20 cm–1 from the laser-line frequency at room temperature.
For thermometry in silicon, various temperature-induced

ig. 1 Schematics of „a… chevron-style electrothermal actuator
nd „b… optothermal actuator tested in this study
Fig. 2 Schematic of micro-Raman system

22401-2 / Vol. 130, DECEMBER 2008
changes in the Raman spectra from the surface can be used, in-
cluding the peak position and peak width, as well as the ratio of
the intensities of the Stokes and anti-Stokes peaks, with examples
of temperature-dependent Raman spectra provided in Refs.
�3,14,15�. However, in the absence of evolving stress in the
sample, the location of the Stokes peak has been demonstrated to
be a robust indicator of surface temperature �6–8�. For polysili-
con, the center of the Stokes peak, �, decreases linearly in fre-
quency with increased temperature, as determined through Raman
measurements of a sample in a temperature-controlled hot stage
�8�. Temperature can then be obtained by the expression

T = T0 + �d�

dT
�−1

�� − �0� �1�

where d� /dT=−0.024 cm–1 / °C is the slope of the peak position
versus temperature calibration, and �0 is the peak position at the
initial temperature, T0. The uncertainty in the measurement ob-
tained with this temperature method is typically better than
�5°C.

A drawback of the conventional point-based micro-Raman ther-
mometry technique is that it is not feasible for moving samples
since the surface under the probe beam is continuously changing.
To overcome this limitation, the beam delivery optics have been
modified to use a cylindrical lens �C1 in Fig. 2�, such that, at the
sample, the probe laser is focused to a line �20 �m long as
shown in Fig. 3. To obtain signal from a moving actuator leg, we
focus the probe-laser line onto the leg such that it is oriented
perpendicular to the axis of the actuator leg motion. In this man-
ner, the probe laser is always positioned on the same axial location
on the leg, even during the motion of the actuator, and a Raman
signal originates from the moving intersection of the probe-laser
line and the actuator leg. We avoid introducing a temperature bias
in the measurement through inadvertent sample heating with the
probe laser by reducing the laser power density at the sample to
20 �W /�m2, at which the maximum laser-induced temperature

Fig. 3 „a… Image of probe-laser line obtained with cylindrical
optics in Raman system with laser incident on leg of chevron-
style actuator. „b… Probe-laser line incident on a flat surface to
show full extent of probe-laser line. During the experiments,
the laser is used as shown in „a….
rise was determined to be less than 1°C for the chevron-style

Transactions of the ASME
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ctuator leg geometry �8�.
The signal from the sample surface is filtered with a holo-

raphic notch filter �HNF�, which blocks out the intense elasti-
ally scattered light at the laser-line frequency. A second cylindri-
al lens �C2� is then used to focus the signal onto the entrance slit
f the spectrometer. This cylindrical lens focuses in the dimension
erpendicular to the axis of the laser line only so that any posi-
ional information along the laser line is maintained. The signal is
ispersed by a 3000 lines/mm grating and focused onto the back-
lluminated CCD camera by a 250 mm lens �L2�. Since the
ctuator/probe-beam intersection is dynamic, the signal from the
urface appears on different regions of the CCD chip at different
elay times.

To carry out the spectroscopic measurement, the Raman signal
rom the surface is binned along the direction of the probe-laser
ine using a region of interest �ROI� on the CCD. Because the
ignal along the laser-line direction is not spatially resolved, the
emperature under the laser line must be uniform and cannot have
emperature gradients. For structures, such as the thermal actuator
egs studied here, this condition is fully met.

To account for the motion of the actuator at different delay
imes, the ROI is adjusted after several measurements. This en-
ures capturing the signal arising only from the actuator leg and
inimizes the amount of background signal collected during each
easurement, thereby improving SNR. Adjustment of the location

f the ROI is optional, as a larger ROI will permit acquisition
hroughout the full range of operation of the device at the expense
f increased accumulation of background signal and lower SNR; a
maller ROI improves the SNR but requires repeated adjustment
o ensure capturing the signal from the device. For the test dis-
ussed here, the imaged line of Raman signal from the surface
as �7 pixels tall and is displaced by �8 pixels at the full

troke of motion of the devices. Therefore, a 10 pixel-tall ROI,
djusted two or three times during the measurement, resulted in a
easonable SNR �SNR1 �40� using peak Raman intensity� with
inimal background collection.
Improved temporal resolution is achieved by modulating the

robe laser in a phase-locked manner relative to the cyclic elec-
rical forcing of the device under test. A timing diagram showing
he relation between the various modulation signals is shown in
ig. 4. Modulation of the laser beam is achieved with a pair of

iquid-crystal shutters �DisplayTech LV1300P� mounted in series
o provide a contrast ratio of 106:1 of the laser beam when the
hutters are off. The minimum open time, ts, is 100 �s and estab-
ishes the maximum temporal resolution of the technique, which is
ufficient for mapping temperature in devices operated up to 1
Hz. Because the Raman signal from the sample is very weak, the
ignal must be accumulated over multiple periods to get sufficient
ignal to accurately determine the peak position. By varying the
ime delay, td, between the activation of the device and the open-
ng of the liquid-crystal shutters, the Raman signal can be cap-
ured for different 100 �s intervals along the operating period of
he device. During the measurement, the mechanical shutter on
he camera is left open and the Raman signal is time-integrated on

1The SNR for shot-noise-limited detection is SNR= IRaman /�IRaman+ Ibackground,

ig. 4 Timing diagram for phase-locked, time-resolved Raman
hermometry
here I indicates peak intensity.

ournal of Heat Transfer
the CCD chip. Because a Raman signal is built up from multiple
laser pulses, the temperature calibration curves used for steady-
state thermometry are still valid and Eq. �1� can be used.

The actuators were powered with a square voltage pulse train at
100 Hz �10 ms period� with a duty cycle of 30% or 50% �3 or 5
ms on-time�. Since the devices were powered over many cycles,
the long off-time ensured that they properly cooled down during
each cycle and that no overheating took place. For each time delay
setting, three different Raman temperature measurements were
taken and then averaged. To obtain enough Raman signal to prop-
erly extract temperature information for a steady-state measure-
ment requires an integration time of 2–5 s with the probe laser
present on the sample. However, modulation of the probe laser to
100 �s “on-times” at 100 Hz increases the total imaging time to
200–500 s or 20,000–50,000 device cycles. To map out an entire
cycle of operation in a device requires approximately 5 h per
power setting. The benefit of the increased quantum efficiency of
the back-illuminated camera is evident in these times since taking
the same measurements with the lower quantum efficiency stock
front-illuminated CCD camera from Renishaw would require in-
tegration times nearly twice as long for the same peak signal
intensity.

3 Results and Discussion
The temperature of the moving actuators was measured at the

point with the highest temperature along the actuator legs. For the
standard four-legged electrothermal actuators shown in Fig. 1�a�,
this point is 200 �m from the bond pad as discussed previously
�8� and verified for this study. For the optothermal actuators, the
temperature profile along the legs is almost symmetric and the
highest temperature occurs at the midpoint along the leg, 150 �m
from the bond pads.

Figure 5 shows the temperature profile obtained from a stan-
dard electrothermal actuator powered at 3.9 V. Upon activating the
device, the temperature rises slowly up to the peak temperature of
�150°C. After approximately 2 ms the temperature has stabilized
and plateaus. Once the signal is turned off the temperature cools
within �1.5 ms. At this power level, the motion of the actuator
leg at the measurement location was just over 1.5 �m, sufficient
to make a point-based measurement nearly impossible without
tedious repositioning of the probe-laser spot. Higher driving volt-
ages result in even greater displacements.

For the electrically powered optothermal actuators powered at
3.66 V the temperature rise occurs quickly upon turning the de-
vice on, as shown in Fig. 6. Although the increased thermal mass

Fig. 5 Temperature profile of a standard electrothermal actua-
tor operated at 3.9 V. The time axis has been shifted by 0.7 ms.
The dashed line indicates the applied voltage signal „3.9 V, 100
Hz, and 30% duty cycle….
of the center target in the device would suggest that the increase in
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emperature should be slow, the data indicate a very fast increase
n temperature within the first millisecond of operation. This fast
esponse points to the large central target acting as a heat sink,
hich causes the actuator legs to behave thermally as individual
00 �m long structures, rather than as a single long structure as
s the case for the standard electrothermal actuator. On the cooling
ortion of the thermal profile, the increased thermal conductivity
f the surrounding air �16� also contributes to the fast response.

The time dependence of the leg temperature on the electrother-
al actuator of Fig. 1�a� was compared with predicted tempera-

ures obtained from numerical simulations. The simulations were
arried out using an explicit one-dimensional finite-difference cal-
ulation of the heat transfer along one of the actuator legs, and
aking into consideration the actuator dimensions and the tempera-
ure dependence of the thermal conductivity and resistivity of
UMMiT polysilicon �7�. The model only considers electrical and

hermal transports along one leg of a standard actuator and as-
umes that �i� all dimensions are equal to nominal device dimen-
ions, �ii� symmetry exists across the central shuttle, and �iii� all
egs are identical. Additionally, the heat loss to the surrounding air
s considered as purely conductive, as the Rayleigh number based
n the device cross section is on the order of 10−2, below the limit
or convective heat transfer to take place.

For the standard electrothermal actuator operated at 6.0 V and a
ower dissipation of 16.6 mW along the leg, the simulations pre-
ict a temperature of 323°C, which occurs within 2 ms of the
evice activation. Measurements on the device indicate a plateau
emperature of �288°C. The discrepancy between the measured
nd modeled temperatures is likely due to the assumptions taken
n the model, such as the device dimensions, which are known to
ave significant variation due to the device processing �7� and can
ary by as much as 15% in the widths and 5% in the heights. The
emporal behavior, however, agrees qualitatively with that ob-
ained in the measurements, and the measured and predicted rise
imes are in good agreement. If the power dissipated across the leg
s reduced to 14.5 mW the agreement between the model and the
ata is greatly improved, as indicated by the dotted line in Fig. 7.
he reduced dissipation is the result of changing the device di-
ensions within the known range of device dimensions.

Conclusions
Micro-Raman thermometry is a tool that can reliably measure

he temperature excursion incurred by electrically powered
EMS devices. Until recently, measurements were limited to

teady-state thermal conditions. Using a pulsed-powering scheme
ogether with a phase-locked modulated probe-laser beam, the

ig. 6 Temperature of an electrically powered optothermal ac-
uator operated at 3.66 V. The time axis has been shifted by 0.25

s. The dashed line indicates the applied voltage signal „3.66
, 100 Hz, and 50% duty cycle….
ime evolution of the device temperature during the operating

22401-4 / Vol. 130, DECEMBER 2008
cycle can be measured. A temporal resolution of 100 �s was
achieved with the aid of inexpensive liquid-crystal shutters to
modulate the probe-laser beam. This resolution easily permits de-
termining temperature events into the kilohertz range.

Moreover, by using beam delivery optics that allow for a probe
line instead of a circular spot, the Raman signal from the surface
was collected even if the sample surface is in motion. Time-
resolved temperatures have been obtained on electrically powered
thermal actuators powered with square voltage pulses. Accurate
temperature measurements were obtained with an uncertainty of
less than 5°C even with device motion being to the actuator leg
width and as much as several microns across the plane of detec-
tion of the microscope.
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Liquid Single-Phase Flow in an
Array of Micro-Pin-Fins—Part I:
Heat Transfer Characteristics
This is Paper I of a two-part study concerning thermal and hydrodynamic characteristics
of liquid single-phase flow in an array of micro-pin-fins. This paper reports the heat
transfer results of the study. An array of 1950 staggered square micro-pin-fins with
200�200 �m2 cross-section by 670 �m height were fabricated into a copper test sec-
tion. De-ionized water was used as the cooling liquid. Two coolant inlet temperatures of
30°C and 60°C and six maximum mass velocities for each inlet temperature ranging
from 183 to 420 kg /m2 s were tested. The corresponding inlet Reynolds number ranged
from 45.9 to 179.6. General characteristics of average and local heat transfer were
described. Six previous conventional long and intermediate pin-fin correlations and two
micro-pin-fin correlations were examined and were found to overpredict the average
Nusselt number data. Two new heat transfer correlations were proposed for the average
heat transfer based on the present data, in which the average Nusselt number is corre-
lated with the average Reynolds number by power law. Values of the exponent m of the
Reynolds number for the two new correlations are fairly close to those for the two
previous micro-pin-fin correlations but substantially higher than those for the previous
conventional pin-fin correlations, indicating a stronger dependence of the Nusselt number
on the Reynolds number in micro-pin-fin arrays. The correlations developed for the
average Nusselt number can adequately predict the local Nusselt number data.
�DOI: 10.1115/1.2970080�

Keywords: micro-pin-fins, heat sink, liquid cooling, single phase, heat transfer
Introduction
Breakthrough in many cutting-edge technologies is increasingly

ependent on the availability of highly efficient cooling tech-
iques that are capable of dissipating a large amount of heat from
mall areas. Single-phase liquid-cooled miniature heat sinks,
hich incorporate internal heat transfer enhancement structures

hat are tens to hundreds of micrometers in size, have emerged as
ne solution to these cooling challenges. Among a large variety of
ossible microscale enhancement structures, parallel microchan-
els have received the most attention so far �1–5�.

Recent advancement in microfabrication techniques, however,
llows more complex microscale geometries to be fabricated di-
ectly into high-thermal-conductivity solid substrates at low cost,
hich makes it possible to explore alternative enhancement struc-

ures that may be more effective than microchannels. A promising
onfiguration is staggered or aligned microscale pin-fin arrays
6–12�. Important features of micro-pin-fin arrays that are in-
ended for miniature heat sink applications as discussed in the
revious studies �6–12� include the following: �a� liquid such as
ater or refrigerant is the coolant of choice in order to achieve
etter cooling performance; �b� heat is transferred to a micro-pin-
n array from one endwall only �base endwall�; �c� pin-fins span

he full distance between the base endwall and the cover endwall,
nd there is no clearance gap between the cover endwall and
in-fin tips; �d� pin-fin height-to-diameter ratio Hfin /d is in the
ntermediate range of 0.5–8 due to fabrication limitation, and end-
alls have a considerable effect on overall array thermal and hy-
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AL OF HEAT TRANSFER. Manuscript received September 11, 2007; final manuscript
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eering Congress �IMECE 2007�, Seattle, WA, November 10–16, 2007.
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drodynamic characteristics; and �e� the low coolant flow rate and
small characteristic dimension of pin-fins usually yield a low Rey-
nolds number of less than 1000. The flow is therefore in a laminar
or a transitional regime.

An effective design and a performance assessment of micro-
pin-fin heat sinks require a fundamental understanding and an
accurate description of virtually all thermal and hydrodynamic
aspects of micro-pin-fin arrays. While interest in microscale pin-
fins is fairly recent, arrays of conventional-sized pin-fins that are
several millimeters or larger in diameter have been used as heat
transfer enhancement structures in a wide variety of engineering
applications, and their heat transfer and pressure drop character-
istics have been studied quite extensively in the past. Both long
pin-fins �Hfin /d�8� �13–19� and intermediate pin-fins �0.5
�Hfin /d�8� �20–27� were examined in the previous studies. Ar-
rays of long pin-fins or tube banks are used mostly in heat ex-
changer applications �13–19�. Their heat transfer and pressure
drop performance is dominated by pin-fins, and the endwall effect
is negligible. In addition, available experimental data for low Rey-
nolds number flow, i.e., Re�1000, is rather limited. Arrays of
intermediate pin-fins are common heat transfer enhancement
structures in turbine cooling applications �20–27�. In these appli-
cations, gases are generally used as the coolant, and a high flow
rate produces a high Reynolds number of at least several thou-
sands.

While fluid flow and heat transfer conditions and/or pin-fin ge-
ometry in most previous conventional-sized pin-fin studies differ
considerably from those of micro-pin-fins, there are a few studies
that are quite relevant, in which heat transfer and pressure drop
associated with low Reynolds number �Re�1000� single-phase
flow in arrays of intermediate pin-fins were investigated �28–30�.
In a two-part paper, Short et al. �28,29� experimentally studied
pressure drop and heat transfer of air flow in 44 arrays of stag-

gered circular pin-fins having diameters d of 1.57–3.18 mm and
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in-fin height-to-diameter ratios Hfin /d of 1.88–7.25. New empiri-
al correlations for the friction factor and heat transfer were pro-
osed for two flow regimes of low Reynolds numbers �175�Re
1000� and high Reynolds numbers �Re�1000�. Moores and

oshi �30� conducted an experimental study of water pressure drop
nd heat transfer in three arrays of staggered circular pin-fins with
of 3.67–3.84 mm and Hfin /d of 0.52–1.09. They also proposed

ew friction factor and heat transfer correlations for the two flow
egimes of 200�Re�1000 and Re�1000.

A limited number of studies have recently been carried out on
iquid single-phase pressure drop and heat transfer in micro-pin-
n arrays. Koşar et al. �6� studied water pressure drop across four
rrays of staggered and aligned circular and diamond shaped
icro-pin-fins having d of 50 and 100 �m and Hfin /d of 1 and 2.
he Reynolds number ranged from 5 to 128. Existing conven-

ional scale correlations were not able to predict their pressure
rop data. New friction factor correlations were proposed. Peles et
l. �7� provided a theoretical analysis of heat transfer in micro-
in-fin arrays using a conventional long pin-fin correlation. Ef-
ects of geometrical and thermohydraulic parameters on the ther-
al resistance were discussed. Koşar and Peles �8� studied water

ressure drop and heat transfer in an array of staggered circular
in-fins with d of 99.5 �m and Hfin /d of 2.44. The Reynolds
umber ranged from 14 to 112. Existing macroscale correlations
verpredicted the Nu data by more than a factor of 2 at low Re
nd provided a moderate agreement at high Re. The dependence
f Nu on Re was more notable than that for long tube correlations.
oşar and Peles �9� studied refrigerant R-123 heat transfer in an

rray of staggered circular pin-fins having d of 99.5 �m and
fin /d of 2.44. It was again found that the existing macroscale

orrelations overpredicted the Nu data at low Re and provided a
ood prediction at high Re. A new heat transfer correlation was
roposed based on the R-123 data as well as the water data from
heir previous study �8�. Koşar et al. �10� studied water pressure
rop and heat transfer in an array of hydrofoil pin-fins with a
hord thickness of 100 �m and a height of 243 �m. The Rey-
olds number ranged from 15 to 720. A new heat transfer corre-
ation was proposed based on the experimental data. Prasher et al.
11� experimentally studied water pressure drop and heat transfer
n five arrays of staggered circular and square micro-pin-fins hav-
ng d of 55–153 �m and Hfin /d of 1.3–2.8. The Reynolds num-
er ranged from 15 to 720. A transition in heat transfer and fric-
ion factor behavior was identified at around Re=100. Previous
onventional as well as micro-pin-fin correlations could not pre-
ict their heat transfer data. New heat transfer correlations were

Fig. 1 Schemat
roposed. Siu-Ho et al. �12� studied water pressure drop and heat

22402-2 / Vol. 130, DECEMBER 2008
transfer in an array of staggered square pin-fins having equivalent
de of 200 �m and Hfin /de of 3.35. The Reynolds number ranged
from 93 to 634. Previous conventional as well as microscale pin-
fin correlations could not predict their heat transfer data.

Due to the complex nature of the fluid flow and heat transfer in
micro-pin-fin arrays, analytical or numerical models have not
been developed. Most existing studies are empirical in nature.
Even though these previous studies provided valuable insight into
the transport characteristics of the single-phase fluid flow and heat
transfer in micro-pin-fin arrays, findings remain inconclusive, es-
pecially when comparing experimental results from different
sources with correlation predictions. In addition, available experi-
mental data remain very limited. Detailed experimental measure-
ments are still needed in order to obtain a fundamental under-
standing of the thermal and hydrodynamic aspects of micro-pin-
fin arrays and to develop accurate predictive tools.

The present study expands on the aforementioned micro-pin-fin
studies by investigating water heat transfer and pressure drop in
an array of staggered square micro-pin-fins with an equivalent
diameters of 200 �m and heights of 670 �m. The objectives of
the present study are as follows: �1� to provide new heat transfer
and pressure drop data for liquid single-phase flow in a micro-pin-
fin array, �2� to assess the accuracy of previous correlations in
describing the thermal and hydrodynamic characteristics of the
present micro-pin-fin array, �3� to reveal the important parametric
trends, and �4� to develop new correlations for the micro-pin-fin
array. The presentation of the results is made in two parts. The
first part, presented in this paper, reports the heat transfer results
of the study. The second part, documented in Paper II �31�, reports
the pressure drop results.

2 Experimental Apparatus

2.1 Flow Loop. A flow loop was constructed to adjust the
liquid coolant, de-ionized water, to the desired operating condi-
tions. Figure 1 shows a schematic of the flow loop. Water was
circulated using a gear pump. A compact heat exchanger was used
to bring the water to a temperature of approximately 19°C before
it entered the pump. After leaving the pump, the water flowed
through a filter with a 40 �m pore size to prevent solid particles
from clogging microsize flow passages in the heat sink. The water
then passed through one of two rotameters for mass flow rate
measurement. The rotameters were calibrated using the standard
weighting method. The accuracy of the mass flow rate measure-
ment was better than 4% of the readings. Afterward, the water

f the flow loop
flowed through a second heat exchanger that was connected to a
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onstant temperature bath, where water was brought to the desired
est module inlet temperature. The water then entered the test

odule. The water exiting the test module flowed through a third
eat exchanger to lower its temperature before it returned to the
eservoir.

2.2 Test Module. Figure 2 shows the construction of the test
odule. The test module was composed of a 110 copper micro-

in-fin heat sink, a G-7 fiberglass plastic housing, a polycarbonate
lastic �Lexan� cover plate, and nine cartridge heaters. The micro-
in-fin heat sink had a platform �top� area of 3.38 cm �length� by
.0 cm �width�, which is also the total area of the micro-pin-fin
rray base endwall. An array of 1950 staggered micro-pin-fins
ith 200�200 �m2 cross-section �Wfin�Lfin� by 670 �m
eight �Hfin� were milled out of the top surface. A top view of the
icro-pin-fin array, together with key dimensions, is shown in
ig. 3. The micro-pin-fins were machined using a microend mill.
he uncertainty in the micro-pin-fin cross-sectional dimension

Fig. 2 Test module construction
Fig. 3 Top view of the micro-pin-fin a

ournal of Heat Transfer
Wfin�Lfin was estimated to be 5 �m, and the uncertainty in the
pin-fin height Hfin was 10 �m. Below the heat sink top surface,
three type-K thermocouples were inserted along the center plane
to measure the streamwise temperature distribution in the heat
sink and are indicated in Fig. 2 as tc1–tc3 from upstream to down-
stream. The streamwise distances of the three thermocouples from
the heat sink inlet, ztc1, ztc3, and ztc3, are 5 mm, 16.6 mm, and 28.2
mm, respectively. Three narrow slots were cut from the bottom
surface up through most of the heat sink’s height to reduce
streamwise heat conduction within the heat sink. Nine holes were
drilled into the bottom surface of the heat sink to accommodate
the cartridge heaters that were connected in parallel and powered
by a Variac. The total electrical power input to the nine cartridge
heaters PW was measured by a 0.5% accuracy wattmeter.

The central portion of the housing was removed where the
micro-pin-fin heat sink was inserted. A room temperature vulca-
nizing �RTV� silicone rubber was applied along the interface be-
tween the housing and the heat sink to prevent leakage. The hous-
ing contained plenums both upstream and downstream of the
micro-pin-fin arrays. Each plenum had a deep portion leading to a
shallow portion to ensure an even distribution of flow. An absolute
pressure transducer was connected to the inlet deep plenum via a
pressure tap to measure the inlet pressure. A differential pressure
transducer was connected to the inlet and outlet deep plenums to
measure the pressure drop across the heat sink. Uncertainty in the
pressure drop measurements was estimated to be less than 0.25%
of the readings. Also located in the inlet and outlet deep plenums
are two Type-K thermocouples, one in the inlet and the other in
the outlet, to measure the inlet and exit temperatures, respectively.
To eliminate the thermal stratification effect, the thermocouples
were located close to the inlet and outlet flow channels in the
housing, respectively, as illustrated in Fig. 2. Uncertainty in all
thermocouple measurements was less than �0.3°C. The readings
of pressure transducers and thermocouples were recorded using an
HP data acquisition/control system that was interfaced to a PC.

The cover plate was bolted atop the housing, as shown in Fig.
2. The cover plate and the heat sink top surface containing the
micro-pin-fin array formed a closed flow passage for the water. A
shallow groove was machined into the housing around the heat
sink top surface and was filled with a RTV silicone rubber to
create a leak-proof seal. After the test module was assembled,
multiple layers of ceramic fiber were wrapped around the heat
sink for thermal insulation to reduce the heat loss to the ambient.

2.3 Test Procedure. Prior to conducting a heat transfer test,
the flow loop components were first adjusted to yield the desired
test module inlet temperature Tin and the total mass flow rate ṁ.
Table 1 summarizes the operating conditions in the present study.
Gmax in Table 1 indicates the maximum water mass velocity in the
micro-pin-fin array and is defined as
rray and schematic of the unit cell
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Gmax =
ṁ

Amin
�1�

here Amin is the minimum transverse flow area of the micro-pin-
n array,

Amin = WhsHfin�1 −
Wfin

ST
� �2�

he definition of the Reynolds number in the present study fol-
ows that commonly employed in previous studies of micro-pin-
ns �6–12�,

Re =
� fumaxde

� f
�3�

here umax indicates the maximum water velocity in the micro-
in-fin array,

umax =
Gmax

� f
�4�

ein in Table 1 represents the inlet Reynolds number with all
ater properties evaluated at Tin. de represents an equivalent di-

meter of the square micro-pin-fins, corresponding to the diameter
f circular pin-fins d,

de =
4Ac

Pfin
�5�

here Ac is the cross-sectional area of a single micro-pin-fin,

Ac = WfinLfin �6�

nd Pfin is the cross-section perimeter of a single micro-pin-fin,

Pfin = 2�Wfin + Lfin� �7�
After the flow became stable, the heater power was set to a low

evel where the reading from the downstream thermocouple tc3
nside the heat sink, which was the highest among those from the
hree thermocouples tc1–tc3, was about 50°C for Tin=30°C and
bout 70°C for Tin=60°C. The power was then increased in small
ncrements as the flow loop components were constantly adjusted
o maintain the desired inlet temperature and mass flow rate, as
iven in Table 1. At each heater power level, the heat sink was
llowed to reach steady state conditions. Once at steady state,
eadings from the pressure transducers and thermocouples were
ecorded at 0.5 s intervals for 3 min. The pressure and temperature
ata reported in this paper are obtained by time-averaging the
forementioned readings over the 3 min measurement period.
eadings from the rotameter and wattmeter were recorded manu-
lly. The present study concerns only water single-phase flow in
he micro-pin-fin array, where the tc3 reading at each flow rate
as less than 90°C.
Heat loss from the test module was evaluated from the differ-

nce between the total electrical power input measured by the
attmeter PW and the measured enthalpy change of the water flow

˙ cp,f�Tout−Tin�,

Qloss = PW − ṁcp,f�Tout − Tin� �8�
ven though effort was made to reduce the heat loss from the test

Table 1 Operating conditions for the present study

Coolant

Inlet
temperature,

Tin �°C�

Mass flow
rate, ṁ
�g /s�

Maximum
mass velocity,

Gmax
�kg /m2 s�

Inlet
Reynolds
number,

Rein

e-ionized
ater

30 0.611–1.408 183–420 45.9–105.9
60 0.611–1.398 183–417 78.6–179.6
odule to the ambience, it has been found that Qloss ranged from

22402-4 / Vol. 130, DECEMBER 2008
3% to 15% of PW for Tin=30°C and from 6% to 34% for Tin
=60°C. Higher heat loss occurred at lower water flow rate. In the
present study, the amount of heat that was transferred to the
micro-pin-fin array was calculated from

Qfin = PW − Qloss �9�

The level of heat flux that is removed from the micro-pin-fin array
by water flow is represented by an effective heat flux qeff� , defined
based on the total area of the micro-pin-fin array base endwall,
At=3.38�1.0 cm2,

qeff� =
Qfin

At
�10�

3 Results and Discussion

3.1 Temperature Measurement Results. Figures 4�a� and
4�b� plot the measured micro-pin-fin base temperature Tw,tci ver-
sus the input heat flux qeff� . Figure 4�a� shows the variation of
Tw,tci with qeff� at the three ztci for Tin=30°C and Gmax
=420 kg /m2 s. Assuming a one-dimensional heat conduction be-
tween the thermocouple location and the micro-pin-fin base, as

Fig. 4 Variation of the measured micro-pin-fin base tempera-
ture with input heat flux „a… at ztc1–ztc3 for Tin=30°C and Gmax
=420 kg/m2 s and „b… at ztc1 for Tin=30°C and all six Gmax
shown in Fig. 3, Tw,tci is evaluated from
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Tw,tci = Ttci −
qeff� Hw

ks
�11�

here Ttci represents the readings from the thermocouples. At
ach ztci, Fig. 4�a� shows that Tw,tci increases with increasing qeff� .
or the same qeff� , Tw,tci increases along the flow direction from

tc1 to ztc3. Figure 4�b� shows Tw,tci at ztc1 versus qeff� for Tin
30°C and all six Gmax. Tw,tc1 decreases with increasing Gmax for
given qeff� . The overall trend in the measured micro-pin-fin base

emperature is typical of a single-phase heat transfer system.

3.2 Average Heat Transfer Characteristics. An average
eat transfer coefficient for an entire micro-pin-fin array has been
mployed by most previous micro-pin-fin heat transfer studies
7–11� to represent the performance of the micro-pin-fin array as a
eat transfer enhancement structure. In the present study, the av-
rage heat transfer coefficient for the micro-pin-fin array have is
valuated from

qeff� At = have�Tw,ave − Tf ,ave���At − NtAc� + �finNtAfin� �12�

quation �12� is derived from a simple energy balance: the left-
and side represents the heat input to the micro-pin-fin array, and
he right-hand side represents the heat removal from the pin-fin
rray by water flow. In Eq. �12�, Nt indicates the total number of
in-fins in the array �Nt=1950� and Afin is the wetted surface area
f a single pin-fin,

Afin = PfinHfin �13�

he term At−NtAc in Eq. �12� therefore represents the wetted area
f the micro-pin-fin array base endwall, and NtAfin is the total
etted surface area of micro-pin-fins. hfin represents the fin effi-

iency,

�fin =
tanh�mfinHfin�

mfinHfin
�14�

here mfin is the fin parameter,

mfin =�havePfin

ksAc
�15�

w,ave and Tf ,ave represent the average micro-pin-fin base tempera-
ure and the average water bulk temperature, respectively. Tw,ave is
btained by averaging the measured micro-pin-fin base tempera-
ure at the three thermocouple locations Tw,tci,

Tw,ave =
Tw,tc1 + Tw,tc2 + Tw,tc3

3
�16�

f ,ave is taken as the average of the measured water inlet and outlet
emperatures,

Tf ,ave =
Tin + Tout

2
�17�

Once Tw,ave and Tf ,ave are determined from Eqs. �16� and �17�,
espectively, the value of have for the entire micro-pin-fin array
an be calculated iteratively from Eq. �12�. The uncertainty in have
s calculated using the method developed by Kline and McClin-
ock �32�. The uncertainty ranges from 5.7% to 19.3%, with an
verage of 8.3%.

Figures 5�a� and 5�b� plot the variation of have with qeff� for
in=30°C and Tin=60°C, respectively, and for all Gmax that were

ested. Figures 5�a� and 5�b� show that have increases appreciably
ith increasing Gmax for a given qeff� . For a constant Gmax, have

emains fairly constant or increases only slightly with increasing

eff� . The observed trend is consistent with that reported in previ-
us micro-pin-fin studies �8–10�. The slight increase in have value
ith increasing qeff� may be attributed to the increase in the aver-
ge Reynolds number Reave defined as

ournal of Heat Transfer
Reave =
� f ,aveumax,avede

� f ,ave
�18�

where water properties are evaluated at Tf ,ave. This is because a
high Tf ,ave corresponding to a high qeff� led to reduced water den-
sity and viscosity.

Figure 6 plots the variation in the average Nusselt number
Nuave with the average Reynolds number Reave on a log-log scale.
Nuave is evaluated from

Nuave =
havede

kf ,ave
�19�

The uncertainty in Reave is about 5.8%. The uncertainty in Nuave
ranges from 5.6% to 19.2%, with an average of 8.1%. Despite the
scatter in the data, Fig. 6 shows that Nuave increases with increas-
ing Reave in a fairly linear fashion for both inlet temperatures. The
large scatter in the data may be attributed to the uncertainties in
Nuave and Reave as well as to the variations in water properties due
to temperature change. Nevertheless, the observed trend indicates
that the relationship between Nuave and Reave may be described by
power law �Nuave	Reave

m �.

3.3 Assessment of Previous Heat Transfer Correlations.
Eight previous correlations for low Reynolds number �Re
�1000� single-phase heat transfer in pin-fin arrays are selected
and summarized in Table 2. Among the eight correlations, the first
four �correlations 1–4� were based on heat transfer experimental

Fig. 5 Variation in average heat transfer coefficient with input
heat flux: „a… Tin=30°C and „b… Tin=60°C
data for conventional long pin-fin arrays �Hfin /d�8�, the next two
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correlations 5 and 6� for conventional intermediate pin-fin arrays
0.5�Hfin /d�8�, and the last two �correlations 7 and 8� for
icro-pin-fin arrays. It should be noted that most correlations
ere developed for circular pin-fins.
A close examination of the correlations listed in Table 2 reveals

hat most previous pin-fin heat transfer correlations adopted either
ne of the following two functional forms to correlate the experi-
ental data:

Nuave = c Reave
m Prf ,ave

n �20�
nd

ig. 6 Variation in the average Nusselt number with the aver-
ge Reynolds number

Table 2 Correlations for h

orrelation Reference Aver

1 Zukauskas �13� Nuave=0

2 Whitaker �15� Nuave=

3 Hwang and Yao �17� Nuave=0.83

= �4

�= �1 / 1−

4 Khan et al. �18,19� Nuave= 0.61�S
��1−2

5 Short et al. �29�
Nuave=0.76�SL / d

6 Moores and Joshi �30�

have / �

Nuc6=

7 Koşar and Peles �9� Nuave=0.04

8 Prasher et al. �11�
Nuave=

9 Present study Nu

10 Present study Nuave=0.02
22402-6 / Vol. 130, DECEMBER 2008
Nuave = c Reave
m Prf ,ave

n � Prf ,ave

Prw,ave
�l

�21�

Prf ,ave in Eqs. �20� and �21� is the water Prandtl number at Tf ,ave,
and Prw,ave in Eq. �21� is the water Prandtl number at Tw,ave. The
term �Prf ,ave /Prw,ave�l in Eq. �21� represents a property correction
factor to account for the effect of fluid property variation on heat
transfer. �� f ,ave /�w,ave�l was used instead of �Prf ,ave /Prw,ave�l in the
correlations by Whitaker �15� �correlation 2� and Hwang and Yao
�17� �correlation 3�. While the exponents m, n, and l are usually
constants in the correlations, the coefficient c is often correlated as
a function of geometric parameters of pin-fin arrays, such as d,
Hfin, SL, and ST, to account for the effect of geometric parameters
on heat transfer.

The values of the exponent m of Reave in the eight correlations
are provided in Table 2. Table 2 shows that m in the conventional
long pin-fin correlations �correlations 1–4� has lower values be-
tween 1/3 and 0.5. On the other hand, m in the two micro-pin-fin
correlations �correlations 7 and 8� has higher values of 0.99 and
0.84, which indicate a stronger dependence of Nuave on Reave in
micro-pin-fin arrays as compared with that in conventional long
pin-fin arrays. No clear trend could be identified in the m values
for the two conventional intermediate pin-fin correlations �corre-
lations 5 and 6�: an m value of 0.33 for the Short et al. �29�
correlation �correlation 5� is at the low end of those for the con-
ventional long pin-fin correlations, and an m value of 0.64 for the
Moores and Joshi correlation �correlation 6� is higher than those
for the conventional long pin-fin correlations.

Figures 7�a�–7�f� compare the predictions of the six previous
conventional pin-fin correlations �correlations 1–6� with the
present data. Similarly, Figs. 8�a� and 8�b� compare the predic-
tions of the two previous micro-pin-fin correlations �correlations 7

t transfer in pin-fin arrays

Nusselt number, Nuave

Exponent,
m

MAE
�%�

ave
0.4Prf ,ave

0.36 �Prf ,ave / Prw,ave �0.25 0.36 168.5

ave
1/3Prf ,ave

1/3 �� f ,ave / �w,ave �0.14 1/3 314.3

3Reave
1/3Prf ,ave

1/3 �� f ,ave / �w,ave �0.14

/ �1+�4�ln��2�+ �1−�4�
1/2, �= STSL−WfinLfin / STSL

1/3 107.2

�0.591�SL /de�0.053 / ��ST /de�−1�0.5

−1.09�SL /de��	Reave
1/2Prf ,ave

1/3
0.5 453.2

or Reave�1000,
6�ST / de �0.2�Hfin / de �−0.11Reave

0.33Prf ,ave
1/3

0.33 71.1

or Reave�1000,
ave= havede / kf ,ave ,
hc6, hc6= Nuc6kf ,ave / de

�Hfin / de �0.36Reave
0.64Prf ,ave

0.36

0.64 497.0

eave
0.99Prf ,ave

0.21 �Prf ,ave / Prw,ave �0.25 0.99 77.7

or Reave�100,
32�SL−de / de �−0.256Reave

0.84
0.84 104.2

0.0285Reave
0.932Prf ,ave

1/3 0.932 11.7

eave
0.953Prf ,ave

0.36 �Prf ,ave / Prw,ave �0.25 0.953 10.7
ea

age

.9Re

2Re


1/

−1
� �

T /de

exp�

F

e �0.1

F
Nu

fin =

0.64

23R

F
0.1

ave=

41R
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nd 8� with the data. Also included in these figures as well as in
able 2 for each correlation is the mean absolute error �MAE�,
efined as

MAE =
1

M 
 �Nuave,exp − Nuave,pred�
Nuave,exp

� 100% �22�

here M is the number of data points.
Figures 7�a�–7�f� show that the previous conventional long and

Fig. 7 Comparison of the average N
„a… correlation 1, „b… correlation 2,
correlation 5, and „f… correlation 6

Fig. 8 Comparison of the average N

„a… correlation 7 and „b… correlation 8

ournal of Heat Transfer
intermediate pin-fin correlations overpredict the present Nuave
data. The deviation is larger at low Nuave,exp and decreases with
increasing Nuave,exp. Figures 8�a� and 8�b� show that the previous
micro-pin-fin correlations also overpredict the present Nuave data
by fairly large margins. However, the deviation is fairly constant
throughout the entire Nuave,exp range.

The comparisons suggest that the previous heat transfer corre-
lations may not be able to describe heat transfer in the present

selt number data with predictions of
correlation 3, „d… correlation 4, „e…

selt number data with predictions of
us
„c…
us
DECEMBER 2008, Vol. 130 / 122402-7
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icro-pin-fin array with sufficient accuracy. It is important to em-
hasize that the discrepancy between the previous correlation pre-
ictions and present data is not necessarily related to weaknesses
n the correlations themselves but more to the geometric param-
ters and operating conditions of the present micro-pin-fin arrays
alling outside the recommended application range for these pre-
ious correlations. Extrapolating a correlation to geometrical pa-
ameters and operating conditions beyond those for which the
orrelation was originally developed can lead to appreciable er-
ors.

3.4 New Heat Transfer Correlations. Deviations in the pre-
ictions of previous correlations from the present data point to the
eed to develop new correlations that can yield more accurate
redictions. Two new heat transfer correlations are proposed
ased on the two common functional forms given by Eqs. �20�
nd �21�. It should be noted that a correlation based on Eq. �20�
ithout accounting for the property variation effect may lead to

ess accurate predictions when there exists a high temperature
ifference between micro-pin-fin base and liquid coolant. The
unctional form is nevertheless adopted as the resulting correlation
s much easier to use, and no prior knowledge of Tw,ave is needed
n order to calculate Nuave.

Since only water was tested as a cooling liquid, the range of the
randtl number is not wide enough to allow the exponents n and
in Eqs. �20� and �21� to be correlated from the present data. The
alues that were used in the previous correlations are therefore
dopted in the new correlations: the exponent n of Prf ,ave in Eq.
20� is assumed to be 1/3 �4,5�, and the exponent n of Prf ,ave and
xponent l of Prf ,ave /Prf ,ave in Eq. �21� are assumed to be 0.36 and
.25, respectively �1�. The two correlations can then be expressed
s

Nuave = cReave
m Prf ,ave

1/3 �23�

nd

Nuave = cReave
m Prf ,ave

0.36 � Prf ,ave

Prw,ave
�0.25

�24�

A linear regression analysis is performed to determine the val-
es of the coefficient c and exponent m for the above two corre-
ations. The final correlations are

Nuave = 0.0285Reave
0.932Prf ,ave

1/3 �25�

nd

Nuave = 0.0241Reave
0.953Prf ,ave

0.36 � Prf ,ave

Prw,ave
�0.25

�26�

he two correlations are listed in Table 2 as correlations 9 and 10,
espectively.

Figures 9�a� and 9�b� compare the predictions of correlations 9
nd 10 with the present data, respectively. The overall MAE val-
es of 11.7% and 10.7% for the two new heat transfer correlations
emonstrate their excellent predictive capability.

The exponent m in correlations 9 and 10 has values of 0.932
nd 0.953, respectively. The values are fairly close to those for the
wo previous micro-pin-fin correlations �0.99 for correlation 7 and
.84 for correlation 8� and are substantially higher than those for
he previous conventional long and intermediate pin-fin correla-
ions �form 0.33 to 0.64�, which confirms a stronger dependence
f Nuave on Reave in micro-pin-fin arrays. Koşar and Peles �8�
ttributed the stronger dependence of Nuave on Reave in micro-pin-
n arrays to the endwall effects. According to Koşar and Peles �8�,
thicker boundary layer would be formed in the vicinity of the
all-pin intersection at lower Re, which might result in a reduced
eat transfer coefficient. In addition, the presence of endwalls
ight delay flow separation to higher Re, which might also lead to
weaker heat transfer at lower Re. To quantitatively explain the

bserved trend, a three-dimensional numerical analysis of heat

ransfer in the micro-pin-fin array is currently being pursued by

22402-8 / Vol. 130, DECEMBER 2008
the authors.
The coefficients c in correlations 9 and 10 are assumed as con-

stants and have values of 0.0285 and 0.0241, respectively. Most
previous studies on heat transfer in pin-fin arrays indicated that
the c value is affected by pin-fin geometric parameters, such as d,
Hfin, SL, and ST. A common approach to account for the effect,
which has been adopted in developing correlations 3–6 and 8, is
to correlate c as a function of these geometric parameters. How-
ever, as the interest in using micro-pin-fin arrays as heat transfer
enhancement structures is fairly recent, only a limited number of
micro-pin-fin geometries have been tested so far, which makes it
difficult to develop such a general correlation for c.

3.5 Local Heat Transfer Characteristics. The present test
section design allows the local heat transfer coefficient averaged
over the four surfaces �upstream, downstream, and sides� of a
single micro-pin-fin htci at the three ztci to be evaluated. Taking
advantage of symmetry, a unit cell containing a single micro-pin-
fin is examined at each ztci, as shown in Fig. 3. Tw,tci is evaluated
from Eq. �11�. Assuming a linear increase in water temperature
along the flow direction, the water bulk temperature at ztci, Tf ,tci,
can be determined from

Tf ,tci = Tin + �Tout − Tin�
ztci

Lhs
�27�

Fig. 9 Comparison of the average Nusselt number data with
predictions of „a… correlation 9 and „b… correlation 10
The following energy balance can be written for the unit cell:
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qeff� Acell = htci�Tw,tci − Tf ,tci���Acell − Ac� + �finAfin� �28�

here Acell is the area of the unit cell base endwall,

Acell = SLST �29�

nce Tw,tci and Tf ,tci are determined from Eqs. �11� and �27�,
espectively, the value of htci can be calculated iteratively from
q. �28�.
Figure 10�a� shows the variation in htci with qeff� for Tin

30°C and Gmax=420 kg /m2 s. At each ztci, htci increases
lightly with increasing qeff� . For a given qeff� , htci increases appre-
iably along the flow direction. The higher value of htci down-
tream of the micro-pin-fin array may be caused by the increase in
he Reynolds number along the streamwise direction. This is be-
ause the higher downstream water temperature led to a reduced
ater density and viscosity. Figure 10�b� shows htci at ztc1 versus

eff� for Tin=30°C and all six Gmax. htc1 increases appreciably with
ncreasing Gmax for a given qeff� . For a constant Gmax, htc1 remains
airly constant or increases only slightly with increasing qeff� . The
bserved trend is consistent with that found in have, as shown in
igs. 5�a� and 5�b�.
Once htci is calculated, the local Nusselt number Nutci can be

ig. 10 Variation in local heat transfer coefficient with input
eat flux „a… at ztc1–ztc3 for Tin=30°C and Gmax=420 kg/m2 s
nd „b… at ztc1 for Tin=30°C and all six Gmax
valuated from

ournal of Heat Transfer
Nutci =
htcide

kf ,tci
�30�

Figures 11�a� and 11�b� compare the Nutci data with the predic-
tions of correlations 9 and 10, respectively. The overall MAE
values of 13.7% and 13.0% for the two correlations demonstrate
that the correlations developed for the average Nusselt number
can adequately describe the local heat transfer characteristics.

4 Conclusions
This is Paper I of a two-part study devoted to thermal and

hydrodynamic characteristics of water single-phase flow in an ar-
ray of staggered square micro-pin-fins. This paper reports the heat
transfer results of the study. In this paper, new average and local
heat transfer data were presented, complemented by an identifica-
tion of unique parametric trends and an assessment of the suitabil-
ity of previous correlations to predicting the present experimental
results. Two new heat transfer correlations were developed based
on the average heat transfer data. Key findings from the study are
as follows:

�1� The average Nusselt number increases with increasing av-
erage Reynolds number. The relationship can be described
by power law.

�2� Six previous heat transfer correlations for low Reynolds
number �Re�1000� single-phase flow in conventional long

Fig. 11 Comparison of the local Nusselt number data with pre-
dictions of „a… correlation 9 and „b… correlation 10
and intermediate pin-fin arrays were examined in predicting

DECEMBER 2008, Vol. 130 / 122402-9
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the average Nusselt number data. All previous correlations
overpredicted the data. The deviation in the predictions
from the data is larger at the low Nusselt number and de-
creases with increasing Nusselt number.

�3� Two previous micro-pin-fin correlations, that of Koşar and
Peles �9� and that of Prasher et al. �11�, were also examined
and found to overpredict the data. The deviation in the pre-
dictions from the data is fairly constant throughout the en-
tire Nusselt number range.

�4� Two new correlations were proposed for the average Nus-
selt number based on the present data, in which the average
Nusselt number is correlated with the average Reynolds
number by power law. Values of the exponent m of the
Reynolds number in the two new correlations are fairly
close to those for the previous micro-pin-fin correlations
�the correlations of Koşar and Peles �9� and Prasher et al.
�11�� but substantially higher than those for the previous
conventional long and intermediate pin-fin correlations.
The results indicate a stronger Nusselt number dependence
on the Reynolds number in micro-pin-fin arrays.

�5� The correlations developed for the average Nusselt number
can adequately predict the local Nusselt number data.
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omenclature
Ac  cross-sectional area of a micro-pin-fin

Acell  area of the unit cell base endwall
Afin  wetted surface area of a micro-pin-fin

Amin  minimum transverse flow area of a micro-pin-
fin array

At  total area of the micro-pin-fin array base
endwall

c  coefficient in heat transfer correlation
cp  specific heat
d  diameter of a circular pin-fin

de  equivalent diameter of a square micro-pin-fin
Gmax  maximum mass velocity

h  heat transfer coefficient
have  average heat transfer coefficient for the entire

micro-pin-fin array
htci  local heat transfer coefficient at the thermo-

couple streamwise location
Hfin  height of a pin-fin
Hw  distance from thermocouple to micro-pin-fin

base
k  thermal conductivity
l  exponent of the Prandtl number ratio or viscos-

ity ratio
Lfin  length of a micro-pin-fin
Lhs  length of the micro-pin-fin array base endwall

m  exponent of the Reynolds number
mfin  fin parameter

ṁ  total mass flow rate
M  number of data points
n  exponent of the Prandtl number

Nt  total number of micro-pin-fins in array
Nu  Nusselt number

Nuave  average Nusselt number
Nutci  local Nusselt number at the thermocouple

streamwise location

Pfin  cross-section perimeter of a micro-pin-fin

22402-10 / Vol. 130, DECEMBER 2008
Pw  total power input
Pr  Prandtl number

Prf ,ave  Prandtl number at Tf ,ave
Prw,ave  Prandtl number at Tw,ave

qeff�  heat flux based on the total area of the micro-
pin-fin array base endwall

Qfin  heat transferred to a micro-pin-fin array
Qloss  heat loss

SD  diagonal pitch
SL  longitudinal pitch
ST  transverse pitch
Re  Reynolds number based on d or de

Reave  average Reynolds number
T  temperature

Tf ,ave  average water bulk temperature
Tf ,tci  water bulk temperature at the thermocouple

streamwise location
Tin  inlet temperature

Tout  outlet temperature
Ttci  thermocouple reading

Tw,ave  average micro-pin-fin base temperature
Tw,tci  micro-pin-fin base temperature at the thermo-

couple streamwise location
umax  maximum velocity
Wfin  width of a micro-pin-fin
Whs  width of the micro-pin-fin array base endwall
ztci  streamwise location of thermocouple �i=1–3�

Greek Symbols
�  geometric parameter in the Hwang and Yao

correlation �correlation 3�
�fin  fin efficiency


  geometric parameter in the Hwang and Yao
correlation �correlation 3�

�  viscosity
�  density

Subscripts
ave  average
c6  Moores and Joshi correlation �correlation 6�

exp  experimental �measured�
f  liquid �water� bulk

in  inlet
out  outlet

pred  predicted
p1  deep plenum
p2  shallow plenum

s  solid �copper�
tci  thermocouple �i=1–3�
w  base endwall
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Ab Initio Molecular Dynamics
Study of Nanoscale Thermal
Energy Transport
Ab initio molecular dynamics, which employs density functional theory, is used to study
thermal energy transport phenomena in nanoscale structures. Thermal equilibration in
multiple thin layer structures with thicknesses less than 1 nm per layer is simulated.
Different types of layer combinations are investigated. Periodic boundary conditions in
all directions are used in all cases. Two neighboring layers are first set to different
temperatures using Nosé–Hoover thermostats, and then the process of energy equilibra-
tion is simulated with a “free run” (without any thermostat controlling the temperatures).
The temperature evolutions in the two neighboring layers are computed. The atomic
vibration power spectra are calculated and used to explain the phenomena observed in
the simulation. �DOI: 10.1115/1.2976562�

Keywords: ab initio, molecular dynamics, thermal energy transport, nanoscale
Introduction
Moore’s law predicted that the number of transistors on a chip

ill double about every two years. This anticipated trend toward
iniaturization of electronic devices has led to device features in

he nanometer range. Silicon integration suppliers are now pro-
ucing 65 nm CPUs, 45 nm silicon is on-target for delivery in
007 �1�, and 28 nm silicon-on-insulator transistors are predicted
o reach a gate length of 28 nm by the year 2009 �2�. Together
ith the trend of miniaturization are the ultrafast transportation
henomena. The time scales of interest in nanoengineering range
rom femtoseconds to nanoseconds. In such confined geometrical
tructures and at ultrasmall time scales, charge transport and mass
ransport have been studied extensively for many years. On the
ther hand, nanoscale thermal energy transport, which has great
nfluence on the performance of many miniaturized systems such
s CPU chips and semiconductor lasers, has not gained as much
ttention as other transport phenomena. In some areas, especially
n nanoscale electronic devices, thermal transport issues have be-
ome a bottleneck or barrier to their further development. As a
esult, understanding and predicting thermal transport become es-
ential to further the advance of nanoengineering.

In general, there exist two kinds of heat carriers in solid state
hermal transport: phonons and electrons. Phonons are the quanta
f the lattice vibrational field �3�. Phonons dominate the energy
ransport in semiconductors and insulators. While in metals, elec-
rons are the main energy transporters.

There are many different approaches to study nanoscale thermal
ransport. Among them, classical molecular dynamics �MD� has
he potential to simulate ultrasmall and ultrafast transport phe-
omena �4–8�. Classical MD is a computational method that
imulates the real motion of every single atom involved in thermal
nergy transport by using a “predefined” empirical potential and
hen solving Newton’s equation of motion. After a trajectory of
he atoms’ motion is obtained through the simulation, properties
f the system can be calculated. Thus, if one can find an empirical
otential field model accurate enough to describe the interaction
f the atoms in the system of interest, any property related to the

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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eived June 5, 2008; published online September 18, 2008. Review conducted by
ayathi Murthy. Paper presented at the Second Energy Nanotechnology International

onference �ENIC2007�, Santa Clara, CA, September 5–7, 2007.

ournal of Heat Transfer Copyright © 20
motion or transport of the atoms can be predicted through a MD
simulation. Such empirical potential functions are often deter-
mined by fitting parameters to reproduce one or several properties
of a certain system under prescribed conditions. When these fitted
potential functions are used to calculate other properties or when
the simulation is carried out on different conditions, the results
become questionable �9,10�. Not only does classical MD suffer
from this transferability problem but it also fails to take electrons
into consideration because the predefined potential has already
integrated out the electronic degrees of freedom. This feature pre-
vents its application on thermal energy or electronic transport
simulation in metallic materials where the electrons play an im-
portant role in transport phenomena.

The reign of traditional molecular dynamics and electronic
structure methods was greatly extended by the family of tech-
niques that is called “ab initio molecular dynamics.” The basic
idea underlying this ab initio molecular dynamics method is to
compute the forces acting on the nuclei from electronic structure
calculations that are performed “on-the-fly” as the molecular dy-
namics trajectory is generated �11�. In this method, both electronic
and nuclear degrees of freedom are considered, and any system
consisting of any atom can be simulated without suffering from
the transferability problem. We are not aware of any previous
work using ab initio molecular dynamics to model thermal energy
transport directly.

In the current work, an ab initio molecular dynamics approach
employing density functional theory �DFT� is used to simulate the
thermal energy equilibration in different types of multi-thin-layers
in different temperatures. This should be considered the first step
toward the use of the ab initio method to model lattice thermal
energy transport �phonon transport�. Our work did not involve
explicit electron transport properties, which can be calculated us-
ing the ab initio method separately by calculating the electronic
structure of a system. We expect to model phonon transport, elec-
tron transport, and phonon-electron interaction in future work
within the reign of the ab initio method. The results show reason-
able physics and thus suggest the possibility that the ab initio
molecular dynamics simulation is appropriate for the simulation
of nanoscale thermal energy transport.

2 Theory and Modeling

2.1 Theory. As we know, any material can be described as

consisting of nuclei and electrons. Because the electrons travel

DECEMBER 2008, Vol. 130 / 122403-108 by ASME
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housands of times faster than nuclei, they can follow any nuclear
otions with infinitesimal time elapse. As a result, we can de-

ouple the electronic and nuclear motions and say that the elec-
rons respond “instantaneously” to any change in nuclear coordi-
ates. This approximation allows us to rewrite the full electron-
ucleus many-body wave function as the product of a nuclear and
n electronic wave function. Since the electronic wave function
nly depends on the instantaneous nuclear configuration, not on
ime, we can describe its behavior with the time-independent
chrödinger equation. On the other hand, the nuclei are massive
nough to be treated as classical particles and can be simulated as
f they respond to the electronic forces according to Newton’s
aws �11�. This semiclassical approximation, coupled with separa-
ion of electronic and nuclear variables, is called the Born–
ppenheimer approximation �12�. The molecular dynamics
ethod that utilizes this approximation and solves the static elec-

ronic structure problem in each molecular dynamics step given
he set of “fixed” nuclear positions at the instant of time is called
orn–Oppenheimer MD �BOMD�. When BOMD is used, al-

hough the electrons are taken into consideration, a simulation can
till proceed in a time scale given by the atomic motion due to the
act that the electronic structure problem is calculated at each MD
tep. BOMD has been demonstrated to be a very accurate and
seful method in chemistry, biology, and many other areas. How-
ver, in BOMD the electronic structure problem has to be solved
elf-consistently at each MD step, which introduces a relatively
igh computational workload and prevents its use in large systems
nd large time simulations.

An approach to cut down the computational expenses of
OMD, which includes the electrons in a single state, was pro-
osed by Car and Parrinello in 1985 �13�. It is called the Car–
arrinello MD �CPMD� approach. The CPMD approach takes in-

rinsic advantage of the smooth time-evolution of the dynamically
volving electronic subsystem as much as possible while it makes
n acceptable compromise concerning the size of the time step,
hich is at the nuclear motion time scale. Essentially, the differ-

nce between CPMD and BOMD is that the electronic wave func-
ion is kept automatically minimized to its ground-state as the
uclei are propagated rather than being solved self-consistently at
ach molecular dynamics step. The basic idea of the Car–
arrinello approach can be viewed as a way to exploit the
uantum-mechanical adiabatic time-scale separation of fast elec-
ronic and slow nuclear motions by transforming that separation
nto a classical-mechanical adiabatic energy-scale separation in
he framework of dynamics theory �11�. Car–Parrinello proposed
universal Lagrangian for the electron-nucleus system �13�

LCP = �
I

1

2
MI ṙn,I

2 + �
i

1

2
�i��̇i��̇i�

kinetic energy

− ��o�He��o�
potential energy

+ constraints

�1�

ere MI is the atomic mass, ṙn,I is the nuclear degree of freedom,
i is the electronic one-particle orbital, �o is the electronic wave

unction at the ground-state, He is the Hamiltonian of the electron
ubsystem, and �i is the “fictitious mass” assigned to the orbital
egrees of freedom. The first two terms include nuclear kinetic
nergy and the fictitious kinetic energy of the electronic degrees of
reedom. The third term, in the classical mechanics point of view,
s the potential energy. In addition, possible constraints within the
et of electron wave functions must be imposed, such as
rthonormality.

In classical mechanics the force on the nuclei is obtained from
he derivative of the Lagrangian with respect to the nuclear posi-
ions. This suggests that a functional derivative with respect to the
rbitals, which are interpreted as classical fields, might yield the
orce on the orbitals, given the Lagrangian in Eq. �1�. The corre-
ponding Lagrange equations of motion for both nuclear positions

nd the orbitals are
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MI r̈n,I�t� = −
�

�rn,I
��o�He��o� +

�

�rn,I
�constraints	 �2�

�i�̈i�t� = −
�

��
i
* ��o�He��o� +

�

��
i
* �constraints	 �3�

According to the Car–Parrinello equation of motion above, the
nuclei evolve in time at a certain �instantaneous� physical tem-
perature �
IMI ṙn,I

2 , whereas a “fictitious temperature”
�
i�i��̇i � �̇i� is associated with the electronic degrees of freedom.
During a CPMD run, the electrons are kept at a much lower “elec-
tronic temperature” when compared with the “nuclear tempera-
ture.” In this terminology, low electronic temperature means that
the electronic subsystem is close to its instantaneous minimum
energy min�o

��o�He��o�, i.e., close to the exact Born–
Oppenheimer surface �14�, see Fig. 1.

Thus, a ground-state wave function optimized for the initial
configuration of the nuclei will stay close to its ground-state dur-
ing time-evolution if it is kept at a sufficiently low temperature.

The total ground-state energy of the interacting system of elec-
trons with classical nuclei fixed at positions �rn,I	 can be obtained
through the minimization of the Kohn–Sham energy

min
�o

���o�He��o�	 = min
��i	

EKS���i	� �4�

where the Kohn–Sham energy EKS is given by �15�

EKS���i	� = Ts���i	� +� drVext�r�n�r� +
1

2� drVH�r�n�r� + Exc�n�

�5�
The first term is the kinetic energy of a noninteracting reference
system consisting of the same number of electrons exposed to the
same external potential as in the fully interacting system. The
second term comes from the fixed external potential. The third
term is the classical electrostatic energy of two charge clouds,
which stem from the electronic density. The last term is the con-
tribution from the exchange-correlation function. We can see from
Eq. �5� that the Kohn–Sham energy is an explicit functional of the
set of auxiliary functions ��i�r�	 that satisfy the orthonormality
relation ��i �� j�=�ij. This is a dramatic simplification since the
minimization with respect to all possible many-body wave func-
tions ��	 is replaced by a minimization with respect to a set of
orthonormal one-particle functions, the Kohn–Sham orbitals ��i	.
In the DFT framework, the associated electronic one-body density
or charge density

n�r� = 

i

occ

f i��i�r��2 �6�

is obtained from a single Slater determinant built from the occu-

Fig. 1 Typical energies in a CPMD run
pied orbitals, where �f i	 are integer occupation numbers.
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In many current density functional theory codes, plane waves
re used as the basic set in order to represent the periodic part of
he orbitals, �i. Such a method makes use of the reality that the
eriodicity of the lattice produces a periodic potential and thus
mposes the same periodicity on the density.

In order to minimize the size of the plane wave basis necessary
or the calculation, core electrons are replaced by pseudopoten-
ials. Pseudopotentials are thus required to correctly represent the
ong range interactions of the core and to produce pseudo-wave-
unction solutions that approach the full wave function outside a
ore radius, rc. Inside this radius the pseudopotential and the wave
unction should be as smooth as possible in order to allow for a
mall plane wave cutoff. In addition, it is desired that a pseudo-
otential is transferable. This means that the same pseudopotential
an be used in calculations for different systems under different
onditions with comparable accuracy.

2.2 System and Modeling. In the current research project, we
se the CPMD package version 3.11 �16�. This CPMD program is a
lane wave/pseudopotential implementation of density functional
heory, particularly designed for ab initio molecular dynamics.
isual molecular dynamics �VMD� �17� is used to visualize the

tructure of systems.
In the thermal energy transport simulation, different systems

ere studied. The simulated systems contain 64 atoms. In terms of
aterial, silicon-silicon �Si–Si� with a lattice constant of 5.431 Å,

ermanium-germanium �Ge–Ge� with a lattice constant of
.658 Å, and silicon-germanium �Si–Ge� thin layer combinations
ere studied. For the Si–Ge system, the simulation cell size was

hosen as twice the germanium lattice constant �i.e., 11.316 Å�,
n which case the silicon density is slightly larger than its bulk
ensity, and the germanium density is the same as its bulk density.

geometry optimization with periodic boundary condition
howed that such a structure is stable. The reasons we chose sili-
on and germanium for simulation are as follows: �1� They have
imilar crystal structure and �2� they are semiconductors that have
ell defined band gaps. Thus we do not need to consider excited

tates that would result in substantially greater computational
ime. Examples of the thin layer structures are shown in Fig. 2.

Because both bulk silicon and germanium have face-centered-
ubic �fcc� crystal structures, the three different combinations of
aterials were set as fcc lattices. Geometric optimizations were

erformed and showed that fcc crystal arrangements are stable in

ig. 2 Material combinations of thin layers „„a… Si–Si, „b… Si–
e, and „c… Ge–Ge…
hese three combinations.

ournal of Heat Transfer
Periodic boundary conditions were employed in both systems
and in all three �x- ,y- ,z-� directions, as seen in Fig. 3. The sys-
tem’s periodicity in the z-direction suggests that each layer would
have thermal communication with the neighboring two layers.

The pseudopotential used for silicon was the Trouiller–Martins
norm-conserving pseudopotential �18�. A norm-conserving
pseudopotential means that outside the core, the real and pseudo-
wave-functions generate the same charge density. For germanium,
the Stumpf–Gonze–Schaeffler pseudopotential, which is also
norm-conserving, was used. The reason why we chose these two
pseudopotentials is that they are well established and give ad-
equate accuracy while requiring a very demanding calculation
time. To deal with the exchange-correlation function in the Kohn–
Sham energy, see Eq. �5�, the local density approximation �LDA�
�19� was employed for both materials.

The procedure of the simulation is as follows. First, the neigh-
boring two layers are set to different temperatures using Nosé–
Hoover thermostats �20,21�. Then, all the thermostats are removed
to let the thermal energy equilibrate. Finally, the temperature evo-
lutions of the two layers are visualized, and the vibration power
spectra are calculated. One thing worth mentioning is that the
temperature here is defined according to the kinetic theory:

T =
2ĒK

3kB

where ĒK is the mean kinetic energy over all the atoms, and thus
temperature T is used as a label indicating how much kinetic
energy does the system has.

3 Results and Discussion

3.1 64-Atom Silicon-Silicon. For this system, the contacting
silicon thin layers, as shown in Fig. 2�a�, are set to 100 K and 50
K in case �a�, 300 K and 100 K in case �b�, and 400 K and 100 K
in case �c�, and the temperatures of the two layers are maintained
by thermostats for 10,000, 25,000, and 30,000 time steps, respec-
tively. Then, thermostats are released to allow the energy to equili-
brate, see Fig. 4. Then the vibration power spectra of the two
layers are calculated, as seen in Fig. 5.

For this system that contains 64 silicon atoms, there is no ma-
terial mismatch. The thermal energy transport is as would be ex-
pected in the bulk material. The equilibration time required was
very short �around 2000 step�200 fs�. The final temperatures of
each layer were equal to the average set temperatures. From the
vibration coupling point of view, see Fig. 6, the vibration spectra
of the two thin layers overlapped almost perfectly, which resulted
in fast thermal communication and thus short equilibration time.

In silicon, phonons are the thermal carriers. The thicknesses of

Fig. 3 Periodic boundary condition in the Si–Ge system
the layers are around 0.5 nm, which is much less than the phonon
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ean free path. Phonons travel ballistically from one layer to
nother. We see that the time required to transport different
mounts of thermal energy is almost the same. This verifies the
allistic transport of the phonons.

ig. 4 Temperature evolutions in the two contacting thin lay-
rs „Si–Si…: „a… 100 K versus 50 K, „b… 300 K versus 100 K, and
c… 400 K versus 100 K
Another phenomenon worth discussing is that of the tempera-

22403-4 / Vol. 130, DECEMBER 2008
ture oscillation. The magnitude of the oscillation should be in-
versely proportional to the square root of the number of atoms
included in the calculation of the mean temperature of the en-

Fig. 5 Atomic vibration power spectra „Si–Si…: „a… 100 K ver-
sus 50 K, „b… 300 K versus 100 K, and „c… 400 K versus 100 K
semble. This can be expressed as
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�Tosc = 2

3N
� Tmean �7�

his expression explains why the temperature oscillations in the
igh temperature layers are larger than in the low temperature
ayers.

3.2 64-Atom Germanium-Germanium. This system con-
ists of pure germanium atoms, as seen in Fig. 2�c�. Two contact-
ng layers are set to 300 K and 100 K separately at the beginning,
nd the temperature difference is maintained by thermostats for
6,000 steps. Then the thermostats are released to allow energy
ransport �Fig. 6�. The vibration power spectra plot is presented in
ig. 7.
From Fig. 6, we see that the equilibration time required is very

hort �around 1000 step�100 fs�. As seen in the pure silicon
ases, the vibration coupling is very strong according to the power
pectra plot. The very strong vibration coupling is determined by
he identical properties, such as bond strength and atomic weight,
f the two layers.

3.3 64-Atom Silicon-Germanium. This system consists of
2 silicon atoms and 32 germanium atoms, see Fig. 2�b�. The

ig. 6 Temperature evolutions in contacting thin layers
Ge–Ge…
Fig. 7 Atomic vibration power spectra „Ge–Ge…

ournal of Heat Transfer
silicon layer and the germanium layer were first set to �a� 100 K
versus 50 K, �b� 50 K versus 100 K, �c� 700 K versus 450 K, and
�d� 1000 K versus 500 K in the four simulations. The time steps,
during which the temperatures are controlled in these three cases,
are 10,000, 8000, 8000 and 10,000, respectively. The thermostats
were then removed and the thermal energy equilibration process
began. Figure 8 shows the computed temperature profiles. The
vibration power spectra were calculated and are shown in Fig. 9.

In Fig. 8�a�, the temperatures do not converge to a uniform
temperature, as was observed in pure materials. This suggests that
the two neighboring layers have little communication from a ther-
mal energy transport point of view, although they have different
temperatures. From the vibration point of view, due to the mass
difference and the low temperatures, as we can see from Fig. 9�a�,
there is little spectra overlap between the two contacting layers.
Also, from the phonon point of view, at such low temperatures
only the low-lying phonons were excited, which also suggested
the small overlap of the power spectra. In these ultrathin struc-
tures, only phonons with wavelength shorter than the structure
dimensions are captured. These phonons should be acoustic
phonons, which can have smaller wavelengths.

In case �b�, we switched the set temperature for the two thin
layers. After a comparatively very long time �more than 20 ps�
equilibration, the temperature came to a uniform value. We exam-
ined the vibration spectrum and found that the overlap was greater
than case �a�. From the above two cases, it is believed that in such
ultrathin layer junctions, thermal energy transport across the inter-
face is affected by how the temperature difference is applied. Such
behavior is similar to a P-N junction in electron transport.

In Figs. 8�c� and 8�d�, which correspond to 700 K versus 450 K
and 1000 K versus 500 K, respectively, the temperatures in the
two neighboring layers, after long time of equilibration, reached a
uniform value. In case �c�, the time required to reach the equilib-
rium state is about 140,000 steps ��14 ps�, while in case �d�, the
time required is 50,000 steps ��5 ps�. From the power spectra
plots, Figs. 9�c� and 9�d�, we see that the overlap in �d� is greater
than that in �c�, which suggests a more significant vibration cou-
pling in �d� than in �c�. The spectra overlaps of these two cases are
greater than in case �a�. However, the vibration couplings in cases
�c� and �d� are much less than in the pure material cases, which
explains why a long equilibration time is required. Also, because
the materials are different, there is an acoustic mismatch. Thus
when acoustic phonons travel from one side to another side, there
will be scattering at the interface, and only a small part of the
carrier’s energy is delivered to the other side of the interface.
Apparently, the strength of the interface scattering depends on
temperature.

4 Summary and Conclusion
The current work simulated the thermal energy transport from

high temperature nanometer thin layers to low temperature nano-
meter thin layers. The transport behaviors in the different cases
studied differ from each other. The temperature range effect and
material combination effect are observed. When there is no mate-
rial mismatch, which is seen in the cases in Secs. 3.1 and 3.2, the
vibrations in the two layers coupled to each other, and the thermal
energy was transported without impedance. However, in the cases
where the two layers are made of different types of materials, the
energy transport becomes quite difficult due to the weak coupling
of the atomic vibrations in the two layers. In the very low tem-
perature case �a� �Sec. 3.3�, due to the rare overlap of vibration
power spectra of the neighboring layers, the energy transport
across the interface is barely observed. However, such insulation
behavior also depends on how the temperature differences are
applied. In case �b� �Sec. 3.3�, where the temperature differences
were applied in a way that the phonon spectra have more overlap,
thermal communication happened more readily, although it was a
very slow process. At very high temperatures, cases �c� and �d�

�Sec. 3.3�, the vibration resonance becomes greater than that in
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ig. 8 Temperature evolutions in the two contacting thin lay-
rs „Si–Ge…: „a… 100 K versus 50 K, „b… 50 K versus 100 K, „c…
00 K versus 450 K, and „d… 1000 K versus 500 K
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Fig. 9 Atomic vibration power spectra „Si–Ge…: „a… 100 K ver-
sus 50 K, „b… 50 K versus 100 K, „c… 700 K versus 450 K, and „d…
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he low temperature situation, and the thermal energy is success-
ully transported from the high temperature side to the low tem-
erature side, although such processes were shown to be very
low compared with the pure material case. From the phononic
oint of view, the acoustic mismatch, which is a result of the
aterial mismatch at the material interface, scatters the phonon
ave packet and thus leads to large transport impedance. This is

nother explanation for the slow or even zero energy transport.
From this work, we can see that the DFT-MD simulation re-

ected physically reasonable thermal transport phenomena in
anoscale structures. It also demonstrated its ability of “on-the-
y” calculation, that is, no empirical potential was needed. It is
romising that the DFT-MD can handle more complicated thermal
ransport problems than the classical MD is able to handle due to
he empirical potential function limitation. Also, with the applica-
ion of DFT-MD, it is possible to include the electrons in the
imulation of thermal transport, which will help solve the long-
tanding problem of classical MD in simulating metallic materi-
ls.
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omenclature
Exc � exchange-correlation function
EKS � Kohn–Sham energy

ĒK � mean kinetic energy over atoms
f i � occupation numbers

He � Hamiltonian of the electron subsystem
i,I � subscripts of the ith and Ith degrees of

freedom
LCP � Car–Parrinello Lagrangian

M � atomic mass
N � total number of atoms in an ensemble
n � electron density

re,i ,rn,I � electronic and nuclear degrees of freedom
r � position vector

Tmean � mean temperature of an ensemble
Ts � kinetic energy of a noninteracting electron

system
Vext � external potential

VH � hartree potential

ournal of Heat Transfer
�Tosc � magnitude of the temperature oscillation
�i � “fictitious masses” assigned to the orbital de-

grees of freedom
� � electronic one-particle orbital
� � electronic wave function at ground-state
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Numerical Investigation of the
Linear Stability of a Free
Convection Boundary Layer Flow
Using a Thermal Disturbance
With a Slowly Increasing
Frequency
Numerical simulations are performed to investigate the linear stability of a two-
dimensional incompressible free convection flow induced by a vertical semi-infinite
heated flat plate. A small-amplitude local temperature disturbance with a slowly increas-
ing frequency is introduced on the surface near to the leading edge in order to generate
disturbance waves within the boundary layer. The aim is to compare the response of the
thermal boundary layer with that obtained by selecting discrete disturbance frequencies.
In the present study, air is considered to be the working fluid for which the value of the
Prandtl number is taken to be Pr�0.7. The computational results show that the distur-
bance decays initially until it reaches a critical distance, which depends on the current
frequency of the disturbance. Thereafter the disturbance grows, but the growth rate also
depends on the effective frequency of the disturbance. Comparisons with previous work
using constant disturbance frequencies are given, and it is shown that the sine-sweep
technique is an effective method for analyzing the instability of convectively unstable
boundary layers. �DOI: 10.1115/1.2976554�

Keywords: numerical simulation, free convection, linear stability, receptivity, sine sweep
Introduction
In the free convection boundary layer flow over a vertical sur-

ace, the primary mode of instability takes the form of two-
imensional waves, which travel in the streamwise direction. This
s well known to be a hydrodynamic instability �1,2� even though
he basic state is generated by buoyancy forces and the flow is
dvectively unstable as opposed to being absolutely unstable.

Goldstein �3� in the study of evolution of Tollmien–Schlichting
aves recognized that near the leading edge, but not so near that

he fully elliptic equations have to be considered, the boundary
ayer is fairly thin and grows rapidly in the downstream direction
ompared with the situation further downstream. In this region the
arallel flow assumption is inaccurate. On the other hand, at
reater distances from the leading edge, the parallel flow approxi-
ation holds and the linear stability properties of the flow can be

airly accurately predicted by the thermal equivalent of the Orr–
ommerfeld equation. In the free convection boundary layer flow,
aul �4� and Paul et al. �5� also showed that the linear stability
esults based on the parallel flow approximation �Paul et al. �6��
gree well with the results obtained from full unsteady 2D simu-
ations at large downstream distances, but that there is poor agree-

ent near the leading edge region. It was concluded that it is
ecessary to solve the full unsteady 2D equations in order to ob-
ain accurate predictions of the stability characteristics near the
ase of the neutral curve rather than to use the parallel flow ap-
roximation.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 19, 2007; final manuscript
eceived May 22, 2008; published online September 18, 2008. Review conducted by

holik Chan.

ournal of Heat Transfer Copyright © 20
In Refs. �4,5�, the stability of the free convection thermal
boundary layer flow from a vertical flat plate was studied by in-
troducing the following thermal disturbances: �i� an isolated inter-
nal disturbance at one point in time and �ii� a time-periodic local
variation in the surface temperature near the leading edge of the
flat plate. When the point thermal disturbance was introduced, it
was found that, as time progresses, the disturbance diffuses and
travels downstream, leaving behind an undisturbed flow. The spa-
tial wavelength of the traveling cells also increases, which is con-
sistent with the fact that the base flow accelerates in the stream-
wise direction. In addition, the variation of the surface rate of heat
transfer with time showed a distinctive time scale or frequency
associated with the evolving disturbance. The latter disturbance
may be regarded as being of similar type to the suction strip
approach of Fasel and Konzelmann �7�, the oscillating heat source
of Brooker et al. �8�, and the vibrating ribbon experiments of
Dietz �9�. Such thermal disturbances produce instability waves of
Tollmien–Schlichting type into the otherwise steady flow, and
then the magnitude of the waves either grows or decays roughly in
accordance with linear stability theory analysis such as was per-
formed by Paul et al. �6� using the parallel flow approximation.

In addition, for the time-periodic thermal oscillation �4,5�, sinu-
soidal thermal disturbances of fixed frequency were introduced
near the leading edge of a flat plate to generate wavelike instabili-
ties in order to study the stability and thermal receptivity of the
boundary layer flow. A large range of different frequencies were
introduced in order to trace out a neutral stability curve based on
the full elliptic system of equations. The main purpose of the
present paper is to revisit this stability problem by using thermal
disturbances with a gradually increasing frequency. In other engi-
neering contexts this procedure is referred as a sine-sweep. If the

sine-sweep method were shown to be able to reproduce the sta-
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ility characteristics of the boundary layer accurately, then it
ould be used to replace a very large number of simulations with
ne albeit lengthy simulation. In our application of the sine-sweep
dea a slow variation of the effective frequency is used, and the
tability properties of the boundary layer are compared with those
btained in Refs. �5,6� in order to determine the applicability of
he sine-sweep idea.

The sine-sweep idea may also be applied to experimental setups
n order to determine the stability characteristics of the boundary
ayer. This would also yield important information such as neutral
urves and local growth rates relatively quickly.

Governing Equations and Boundary Conditions
We consider the two-dimensional incompressible free convec-

ion boundary layer flow over a vertical infinite span heated plate
here x is the streamwise coordinate and y is the wall-normal

oordinate. A detailed schematic of the flow configuration may be
ound in Ref. �5�. The equations of motion of the free convective
oundary layer flow are taken to be the incompressible Navier–
tokes and energy transport equations. For unsteady two-
imensional flow this system, subject to the Oberbeck–Boussinesq
pproximation, may be written in nondimensional stream function
��, vorticity ���, and temperature ��� form �5� as

�2�

�x2 +
�2�

�y2 = � �1�

��

�t
=

�2�

�x2 +
�2�

�y2 +
��

�x

��

�y
−

��

�y

��

�x
+

��

�y
�2�

��

�t
=

1

Pr
� �2�

�x2 +
�2�

�y2� +
��

�x

��

�y
−

��

�y

��

�x
�3�

here the stream function ��� is defined such that u=�y and v=
�x. Here u and v are the nondimensional velocity components
long the x and y coordinate directions, respectively. The constant
r is the fluid Prandtl number. The detailed nondimensionaliza-

ions of the full governing equations are given in Refs. �4,5�. We
ote that the length scale used is a natural one based on the prop-
rties of the fluid and the temperature drop. Therefore no Grash-
of number appears in the equations, as Gr=1 defines this natural
ength scale. The boundary layer approximation is now equivalent
o x�1.

On applying the Schwartz–Christoffel transformation 3��+ i��
�4�x+ iy��3/4 into Eqs. �1�–�3� and introducing a small distur-
ance into the steady flow for which we set

���,�,t� = �̄��,�� + ��̂��,�,t� �4�

���,�,t� = �̄��,�� + ��̂��,�,t� �5�

���,�,t� = �̄��,�� + ��̂��,�,t� �6�

he following linearized perturbation equations are obtained:

�2�̂

��2 +
�2�̂

��2 = A�̂ �7�

A
��̂

�t
=

�2�̂

��2 +
�2�̂

��2 + A1/2� � �̂

��
sin

1

4
	 +

� �̂

��
cos

1

4
	�

+ � ��̄ ��̂
−

��̄ ��̂� + � ��̄ ��̂
−

��̄ ��̂� �8�

�� �� �� �� �� �� �� ��
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A
� �̂

�t
=

1

Pr
� �2�̂

��2 +
�2�̂

��2� + � ��̄

��

� �̂

��
−

��̄

��

� �̂

��
� + � � �̄

��

��̂

��
−

� �̄

��

��̂

��
�

�9�

where � in Eqs. �4�–�6� represents a small quantity, and therefore
powers of � have been neglected when deriving Eqs. �7�–�9�. Fur-
thermore, the overbar indicates the steady state base flow quanti-
ties while the hat �circumflex� denotes the perturbation variables.
The quantity 	, which appears in Eq. �8�, is the polar angle from
the heated surface, while the function A is defined according to
A3= � 3

4
�2��2+�2�2.

The corresponding boundary conditions that are needed to solve
Eqs. �7�–�9� are

�̂ = �̂� = 0, �̂ = 0 on � = �min = 0 �10�

�̂ = �̂� = 0, �̂� = 0 on � = �min �11�

�̂� = 0, �̂ = 0, �̂ = 0 as � = �max �12�

while at the outflow ��max� we apply a buffer domain function in
order to dampen down disturbances and to prevent unphysical
reflections. Further details of the use of a buffer function are given
in Sec. 3. It should be noted here that the leading edge of the
heated surface was taken to be at �min=20, which corresponds to
x�37 in Cartesian coordinates. The origin of the coordinate sys-
tem is outside of the computational domain and therefore we de-
fine the new variable x�=x−37, which is the distance to the lead-
ing edge. The parallel flow investigations �PFIs� �6� were carried
out for the same x�.

After solving for the basic state, ��̄ , �̄ , �̄�, using the procedure
outlined in Sec. 3, a thermal disturbance is introduced by chang-
ing the surface temperature near the leading edge. Therefore we
solve the linearized disturbance equations �7�–�9� subject to the
no-slip condition on the surface and the thermal boundary condi-
tion

�̂ = e−a�� − �0�2
sin�ct2� at � = 0 �13�

where 
=2ct is defined as the temporal frequency, which is a
slowly varying function of time t. In Eq. �13� �0=20 is the center
of the region where the thermal disturbance is introduced. This
region is located well upstream of where the boundary layer be-
comes unstable. In addition, a=0.1 was chosen such that the ther-
mal disturbance region was well resolved on the computational
grid but is still located fully upstream of the neutral point.

3 Numerical Method
Finite difference techniques are used to solve the system of

nonlinear equations �1�–�3� and the system of linear equations
�7�–�9�. The overall accuracy of the numerical scheme is second
order in both time and space.

The time-dependent equations are discretized using central dif-
ferences and the DuFort–Frankel method for the time-derivative
and diffusion terms. The Jacobian terms are approximated using
the Arakawa �10� formulation, which was designed to be particu-
larly suitable for unsteady flows. Derivative boundary conditions
are approximated using a standard ghost point approach, which
has a smaller discretization error than a one-sided first-order ap-
proximation.

The Poisson equation �7� was solved using a multigrid correc-
tion scheme algorithm to accelerate iterative convergence. It in-
corporates a V-cycle algorithm involving the line Gauss–Seidel
relaxation procedure. The method is based on the pointwise
method described in Ref. �11� but adopts two line relaxations per
coordinate direction on each multigrid level.

The buffer domain technique of the outflow boundary follows

the methodology introduced by Kloker et al. �12�. The naive im-
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osition of boundary conditions involving either the first or sec-
nd derivatives of the dependent variables results in the progres-
ive upstream propagation of spatially pointwise oscillations,
hich eventually degrade the evolving solution. Kloker et al. �12�
iscussed at length six different strategies for dealing with outflow
onditions and concluded that, for the Blasius boundary layer at
east, a very satisfactory method is to use an absorbing buffer
egion. Such a region is used to damp out disturbances to the basic
ow and is sometimes called a relaminarization region. The
ethod has also been used very satisfactorily in other flows; see
efs. �13,14�, for example. For the present problem the concept of
buffer region translates into setting

�dist
new = F��� � �dist

old �14�

t each time step. Here � represents either the vorticity or tem-
erature, �old is the computed value of � obtained using the
uFort–Frankel method subject to the boundary condition

� /��=0 at �=�max, and �new is the value of �, which is used to
ompute � at subsequent time steps. The buffer function F���
akes the value of 1 in most of the computational domain and is a
fth-order polynomial in �, which decreases from 1 at the start of

he buffer region to 0 at outflow. At both the beginning ��=�b1�
nd the end ��=�b2� of the buffer region the function has zero first
nd second derivatives. In more detail, the buffer function used
as

F��� = 1, �  �b1

F��� = 1 − 10�3 + 15�4 − 6�5, �b1  �  �b2 �15�

F��� = 0, � � �b2

here �= ��−�b1� / ��b2−�b1�. For nonlinear problems, such as
hose involving the computation of the basic steady flow, the out-
ow formula �14� translates into the following form, which is
uitable for solving for the true variables rather than for distur-
ances:

�new = F��� � �old + �1 − F���� � �basic �16�

here �basic represents the basic boundary layer solutions of the
orresponding variable �vorticity or temperature�, which is ob-
ained from the steady solutions of Eqs. �1�–�3�.

In the simulation, �max=620 was chosen and the buffer region
tarted from �b1=520. A series of simulations was undertaken
hanging the position of the start of the buffer region, and the test
esults show that there was no effect on the solutions in the un-
uffered region.

Initially, a total of 480 nodes were used in the �-direction with
uniform distribution of the mesh size of d�=1.25. In the

-direction we used 48 nodes and the domain extends to �max
12. In order to show grid independence test of our stability re-

ults, the above grid size was doubled, i.e., we used 960 nodes in
he x-direction and 96 nodes in the y-direction. We have ��
5��, which yields a cell aspect ratio of 5, and therefore a line

elaxation method is essential. We were able to take five multigrid
evels and each V-cycle was comprised of two relaxation sweeps
n each coordinate direction for each grid. At each time step the
orticity and temperature fields are updated for the new time
evel, followed by the solution of the Poisson equation for the
tream function, and finally the boundary vorticity is computed
sing the ghost point approach.

Results and Discussion
We have run simulations for three different values of the pa-

ameter c in Eq. �13�: c=10−4, c=5�10−5, and c=2.5�10−5,
ith a constant time step of �t=0.01. In Sec. 4.1, some computed

−5
esults of the linear stability are presented for c=5�10 , and a

ournal of Heat Transfer
detailed comparison of the stability characteristics for the other
values of c with the fixed frequency simulation of Ref. �5� is
presented in Sec. 4.2.

In order to generate results up to the maximum effective fre-
quency of 
max=0.8, for which the corresponding nondimensional
time is tmax=8000, we used a total of 4�105 time steps for c
=10−4. When the value of c is reduced to half of its original value,
i.e., for c=5�10−5, the computational cost doubles and we re-
quired 8�105 time steps to achieve results up to 
max=0.8 or
tmax=8000. Similarly, we required 16�105 time steps for c=2.5
�10−5.

We note that the value of �t is very small compared with the
physical time scales over which variations of interest take place.
In addition, the magnitude of c is chosen such that the frequency
variation is slow enough that the transient results obtained for any
frequency are very close to the results that were obtained when
the flow was perturbed with a fixed frequency. This sine-sweep
approach has often been used in other engineering contexts to
determine, for example, the resonance characteristics of mechani-
cal systems or the acoustic properties of cavities. It is, to our
knowledge, the first time that it has been used to assess the sta-
bility characteristics of a thermal boundary layer.

4.1 Stability Results for c=5Ã10−5. Given that the effective
temporal frequency in the sine-sweep disturbance �13� is a func-
tion of time �viz., 
=2ct�, it is now possible to trace out the
evolution of the thermal disturbance inside the boundary layer
with respect to either time or frequency. In this regard we have

plotted some isocontours of the temperature disturbance, �̂, in Fig.
1 for c=5�10−5. The contour levels in each frame are set at

�10−n maxx�,y��̂� for n=1,2, . . . ,5, and it must be noted that the
wall-normal coordinate, y, has been stretched substantially in or-
der to see the patterns clearly. The dashed contours correspond to

negative values of �̂ while the solid lines correspond to positive

values of �̂. The results in Fig. 1 are for various values of the
disturbance frequency 
. The results shown in the lowest frame
are for 
=0.1, which corresponds to the nondimensional time of
t=1000, while the top frame is for 
=0.75 for which the corre-
sponding time is t=7500.

The numerical values corresponding to the contour plots show
that, for all values of 
, the thermal disturbances decay initially
with x� near the leading edge of the surface and then grow with
x�; this feature is easily seen in Fig. 1 for 
�0.55, and for 

0.55 it is clearer in Fig. 3. The x� locations where the distur-
bance begin to be amplified �i.e., the neutral location� depend on
the forcing frequency 
. We find that, when 
�0.5, the initial
decay of the thermal disturbances is substantial and that the neu-
tral location moves downstream as 
 increases. The neutral point
location is indicated by the black triangles for 
�0.5.

In Fig. 1 we can also see that the length of the thermal cells
increases with distance from the leading edge, thereby confirming
that the basic flow accelerates, the streamwise velocity being
roughly proportional to x1/2. As time progresses, which corre-
sponds to increasing the disturbance frequencies, the wavelength
decreases. The effects of the buffer function used in the buffer
region near the outflow at x�=3565 are also noticeable, where the
damping of the disturbances is clearly evident. Also it should be
noted that the largest positive thermal wave located at the up-
stream of the start of the buffer domain takes a total of 136 spatial
nodes when 
=0.1, while it is 26 when 
=0.4

The time evolution of the surface rate of heat transfer, H�t�,
which was computed using the following relation:

H�x�,t� = � � �̂

��
�

�=0

�17�

has been plotted in Fig. 2 at �a� x�=16 and �b� x�=207 for the
−5
same value of c, i.e., c=5�10 . Figure 2�a� shows that the mag-
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itude of the disturbance decays for all time as this location is
lose to the leading edge of the vertical surface and well upstream
f the neutral location, x�=147, determined by Paul et al. �6�. On
he other hand, Fig. 2�b� shows that the disturbance grows until t
s just below 3000 and then decays, as this distance is well above
ownstream of the neutral location. The dashed lines in both
rames indicate the envelope of the local maximum responses; and
or the other x� locations, these envelopes are plotted in Fig. 3
sing a log scale.

In Fig. 3 the envelopes of the maximum response of the thermal
isturbance in terms of the surface rate of heat transfer are dis-
layed against time t for a selection of locations along the bound-
ry layer. The results are calculated at various locations along the

x*=0

y

θ̂

Fig. 1 Contours of �̂ recorded at
quency, �, for c=5Ã10−5. Here ten
the global extrema within each fra
dashed contour lines represent neg
represent positive �̂.
eated surface using the following relation:
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Q�x�,t� = envelope	log10
� � �̂

��
�

�=0


� �18�

This equation defines a surface in �x� , t�-space or equivalently in
�x� ,
�-space.

The variation of Q at x�=16 �i.e., at x=53� shows that Q decays
for all time, which is not surprising, and it is, indeed, expected,
since this location is very close to the leading edge of the surface
and it lies well below the critical/neutral distance �x�=147� of the
neutral curve obtained by Paul et al. �6�. The next four curves in
Fig. 3 are at x�=34 �i.e., at x=71�, x�=52 �i.e., at x=89�, x�=72
�i.e., at x=109�, and x�=93 �i.e., at x=130�, respectively, and
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hermal disturbance is observed. Thus the results obtained from
he elliptic calculations approximately coincide with the results
rom the parallel flow analysis of Paul et al. �6�. At larger values
f x�, the corresponding curves show that there is a frequency
nterval within which the disturbances grow. The frequencies of

aximum disturbance amplification for any given distance, x�,
hich are plotted as a dotted line in the figure, show clearly that

he disturbances also grow in space for any given frequency—this
spect will be looked at more closely in Figs. 4–7 and summa-
ized later.

The uppermost curve in Fig. 3 corresponds to x�=2813 �i.e.,
=2850�, which is just upstream of the buffer region, and this is

he location where the disturbances are expected to reach their
argest values. In the buffer zone no growth of the disturbances is
chieved as its purpose is to dampen down the disturbances and
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−5
here c=5Ã10
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remove unphysical reflections near the outflow boundary.
While Fig. 3 shows the variation of the disturbance amplitude

with time, t, for a set of values of x�, Fig. 4 shows its variation
with x� at chosen times or, equivalently, at chosen effective fre-
quencies, 
. From this figure we can see that the disturbance
amplitude decays for all frequencies when x� is sufficiently close
to the leading edge. As mentioned before, this region is within the
stable region of the neutral curve. The curve corresponding to 

=0.1 is almost horizontal after the initial decay, indicating that
disturbances of this frequency are almost neutral, i.e., they neither
grow nor decay. However, when 
 takes larger values we see very
evident regions of decay and growth. Neutral locations correspond
to minima in these curves, which are denoted by circles.

The frequency for which the largest disturbance amplitude is
obtained at a given downstream location depends on x�; this is

00 2500 3000 3500 4000
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llustrated clearly in Fig. 4 by the dashed line. For example, near
o x�=500, the frequency 
=0.3 gives the maximum amplitude,
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4.2 Results for the Different Values of c. In this section we
summarize the stability results that have been presented in Sec.
4.1 and we also give a detailed comparison of those obtained for
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ith this in mind, the envelope of the maximum surface heat
ransfer rate, Q�x� ,
�, has been computed for the other two values
f c, namely, c=10−4 and c=2.5�10−5, and these are plotted in
ig. 5 along with the results for c=5�10−5 and the fixed fre-
uency results.

The circles in each frame of Fig. 5 represent the results ob-
ained by Paul et al. �5�, which were obtained with constant fre-
uency forcing. The sine-sweep simulation results are plotted as
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ig. 6 The envelope of the curves presented in Figs. 4 and 5.
or legends, see Fig. 5. The solid line with square symbols
enotes the results for c=2.5Ã10−5 obtained by the finer grid,
60Ã96.
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hown in Fig. 6. These curves show which frequency corre-
ponds to the most amplified disturbance at each value of x�.
b… Neutral curves. The solid line with square symbols denotes

−5
he results for c=2.5Ã10 obtained by the finer grid, 960Ã96.
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the dashed lines for c=10−4, while the dashed-dotted lines are the
results for c=5�10−5 and the solid lines are for c=2.5�10−5.
This figure shows clearly that the qualitative agreement of the
sine-sweep results with the fixed frequency results is very good.
The results of c=2.5�10−5 have also an excellent quantitative
agreement with the fixed frequency for 0.5
0.7, but when

=0.8, it appears that the results of c=5�10−5 show better agree-
ment with the fixed frequency results. In the first three frames,
when 
0.4, the c=2.5�10−5 results deviate slightly from the
fixed frequency results in the downstream section of the boundary
layer.

Table 1 shows the computed values of the neutral location
against the disturbance frequency, 
, for the different values of c,
where the corresponding values obtained by Paul et al. �5� are also
shown. The results show that the neutral locations obtained using
our sine-sweep simulations agree well with Ref. �5� especially for
c=5�10−5 and c=2.5�10−5.

Figure 6 now displays the upper envelope of the curves shown
in Figs. 4 and 5, where the envelope is defined as

Qmax�x�� = max
0.2�
�0.45

Q�x�,
� �19�

Thus Qmax�x�� represents the maximum possible response of the
boundary layer to thermal disturbances at each streamwise station.
The values of the frequencies, which maximize Q and which are
denoted by 
opt, are shown in Fig. 7�a�—it is this figure that
shows for which disturbance frequency, the largest disturbance
amplitude, is obtained at a given downstream location.

The circles in Fig. 6 correspond to the previous computational
results of Ref. �5� for disturbances of fixed frequency, while the
dashed lines correspond to the results for c=10−4, the dashed-
dotted lines correspond to the results for c=5�10−5, and the solid
lines correspond to the results for c=2.5�10−5. In addition, the
solid line with square symbols in Figs. 6 and 7�a� corresponds to
the results for c=2.5�10−5, which are obtained by the second
grid setup, 960�96. It is clearly seen from these figures that the
stability results obtained by both grid arrangements agree quite
well and they are well resolved in the simulations.

The curves of Qmax obtained by the sine-sweep simulations lie
slightly below the fixed frequency results �5�. The distance from
the leading edge at which Qmax obtains its minimum values �Fig.
6� also varies with c �Table 2�. This distance x�, which distur-
bances are not amplified at all and which we refer to as “neutral
distance” or “neutral point,” decreases as c decreases; for ex-

Table 1 Computed values of the neutral locations, „A… c=10−4,
„B… c=5Ã10−5, and „C… c=2.5Ã10−5, and comparison with Paul
et al. †5‡

Neutral locations, xc
�


 A B C Ref. �5�

0.5 355 500 506 543
0.55 469 630 638 673
0.6 590 773 773 797
0.65 724 903 896 919
0.7 851 1029 1021 1058
0.75 1191 1393 1377 1406

Table 2 Distance from the leading edge at which Qmax obtains
its minima „Fig. 6… and error relative to fixed frequency results

c x� 
opt Error �%�

10−4 126 0.262 4.4
5�10−5 114 0.261 3.6

2.5�10−5 109 0.255 1.2
DECEMBER 2008, Vol. 130 / 122501-7
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mple, we have found that the neutral distance for c=10−4 is x�

126, while it is x�=114 for c=5�10−5 and x�=109 for c=2.5
10−5. The computations of Ref. �5� yield a value of the neutral

istance of x�=105, which clearly agrees quite well with the sine-
weep result for c=2.5�10−5. The corresponding values of the
requency at the neutral point obtained with the present method
re about 
=0.263 for c=10−4, 
=0.261 for c=5�10−5, and 

0.255 for c=2.5�10−5, while the value obtained by Ref. �5� was
bout 
=0.252. So, the frequency result for c=2.5�10−5 also
grees quite well with the previous fixed frequency simulation.

The neutral curves for the different values of c are also pre-
ented in Fig. 7�b� against the disturbance frequency, and these are
ompared with those of the fixed frequency simulation �5�, where
gain quite good agreement is found for c=5�10−5 and c=2.5
10−5 with Ref. �5�.
The PFIs of Ref. �6� showed that the value of 
 at the neutral

oint was about 
=0.264. Although the present result is closer to
hat of the PFI than to the constant frequency computation, our
im here is to see whether the sine-sweep computation can repro-
uce the constant frequency results sufficiently accurately using
ust one numerical simulation. Table 2 shows that the errors in the
resent computations are roughly 4.4% for c=10−4, 3.6% for c
5�10−5, and 1.2% for c=2.5�10−5. Therefore, we conclude

hat the sine-sweep technique with a sufficiently small value of c
in this case, c=2.5�10−5� gives excellent results.

From the computational point of view, the total wall-clock time
equired to perform the sine-sweep code is much less than the
onstant frequency code. The total work done is proportional to
he number of time steps taken in each code, as the amount of
ork done per time step is the same for the sine-sweep code and

he fixed frequency code. It is likely that one requires simulations
rom more than 100 cases to achieve a well resolved neutral curve
s shown in Ref. �6�. In the previous simulations of Ref. �5� with
he selected discrete frequency we required about 105 time steps
o achieve a periodic solution after the transient. We had to run the
xed frequency code 100 times to find the solutions for 100 fre-
uencies. On the other hand, the present sine-sweep code with c
2.5�10−5 has saved about 86% of computational time com-
ared with the fixed frequency code. The savings are even larger
or the two larger values of c. We saved 92% of computational
ime with c=5�10−5 and 96% with c=10−4. To conclude, the
resent sine-sweep code was found to not only accurately repro-
uce the fixed frequency code results but also results in significant
omputational time savings.

Conclusion
In this paper, we have reported on a numerical investigation in

rder to study the linear stability of a two-dimensional incom-
ressible free convection boundary layer flow over a heated semi-
nfinite flat plate. A small-amplitude local temperature disturbance
22501-8 / Vol. 130, DECEMBER 2008
with slowly increasing frequency was introduced on the surface
near the leading edge in order to generate disturbance waves in-
side the boundary layer. We have compared the stability charac-
teristics obtained from the sine-sweep computations with those of
the fixed frequency computations of Paul et al. �5� and with the
PFI of Paul et al. �6�.

As far as we are aware, this has been the first study where the
sine-sweep technique has been used to assess the stability charac-
teristics of a thermal boundary layer. It has been shown that this
technique is an effective method for analyzing the stability of an
advectively unstable boundary layer. Even larger savings can be
expected from simulations with an entire frequency spectrum per-
turbed simultaneously as, e.g., by a pulse disturbance. This ap-
proach is possible as the problem studied here is linear and dis-
turbance waves may be linearly superimposed.
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Natural Convection Heat Transfer
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The main objective of this experimental study is to quantify and compare the heat transfer
enhancement of carbon foam and aluminum fins in natural convection. The study mea-
sures steady state heat transfer from a heated vertical pipe, with and without porous
medium. The largest increase in Nusselt number was achieved by a solid carbon foam
sleeve, which was about 2.5 times greater than a bare copper pipe.
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Introduction
In most natural convection heat exchangers the thermal resis-

ance is highest at the fluid/solid interface, especially if the fluid
as a Prandtl number order of 1 �i.e., air�. Porous mediums have
een identified as a means to reduce the thermal resistance at the
as/solid interface and enhance heat transfer rates. Vafai and Kim
1� investigated a thin porous layer attached to a flat plate in a
orced convection environment. They noted that enhanced heat
ransfer could be achieved when the effective conductivity of the
orous layer was higher than that of the fluid. Angirasa �2� con-
ucted an experimental investigation of forced air convection en-
ancement with metallic fibrous materials with porosities of 0.93
nd 0.97. When a porous layer was attached to a flat plate he
bserved an increase in Nusselt number up to four times relative
o a bare plate. However, natural convection enhancement due to a
hin porous layer attached to an external surface is not a well
tudied phenomenon, and experimental characterization of the
omentum and thermal boundary layers is not readily available.
The objective of the present study is to experimentally quantify

he heat transfer enhancement of carbon foam, compare results to
bare and aluminum finned pipe, and consequently provide a

asis for evaluating the suitability of carbon foam for industrial
pplications. The study investigates steady state heat transfer from
heated vertical pipe, with and without a thin porous medium

ttached to the external surface, in a natural convection environ-
ent. Heat transfer performance results of four carbon foam cases

re compared to a bare copper pipe and an aluminum finned pipe.

Porous Carbon Foam
The porous medium under investigation is high thermal con-

uctivity �HTC� carbon foam, which is commercially produced by
oco Graphics Inc. The production of the HTC foam is based on
process developed at the Oak Ridge National Laboratory, which

urns mesophase pitch into carbon foam. The end product is com-
osed of uniformly shaped bubbles with even distribution set
ithin carbon ligaments. The z-direction has different thermal
roperties than the x-y direction, which results in a nonisotropic
aterial. That is, there is less resistance to heat transfer and there-
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fore a higher thermal conductivity in the z-plane �3�. It should also
be noted that thermal conductivities decrease with increasing tem-
perature. Material properties published by Poco Graphics Inc. are
presented in Table 1.

3 Experimental Setup and Procedure
The vertical pipe and data acquisition system are illustrated in

Fig. 1 with the vertical pipe located at the center of the test section
�dimensions of 50 cm long, 35 cm wide, and 25 cm high�. Small
gaps in two sides of the test chamber walls �1� allow for ambient
temperature air supply to enter the chamber with minimal distur-
bance to the natural convection currents. Increases in pipe surface
temperature cause natural convection to occur along its vertical
surface. A heating cartridge with a rated wattage of 50 W �Omega
CIR-3051 /120 V� is inserted into the pipe �2� and connected to a
variable current power supply �3�, which provides a uniform heat
flux. Power supplied to the heating cartridge �41.14 �� is mea-
sured with a rectifier �4� and is calculated using the formula P
=Vs2 /R, where Vs is the measured voltage and R is the heater
resistance. Variation in Rayleigh number is achieved by increasing
the power supplied to the heating cartridge. The propagated un-
certainty associated with power measurement is �0.2 W. Six
type-K thermocouples �Omega TT-K-36� soldered into the pipe
wall �5� provide temperature measurements. The maximum propa-
gated uncertainty associated with mean surface temperature is
�1.8°C. A single type-K thermocouple measures ambient air
temperature inside the test section �6�. The pipe assembly is
mounted inside a chamber on two Teflon rods �7� and is illustrated
in Fig. 2. Teflon is used to mount the pipe in order to minimize
heat losses. The HTC foam is press fitted onto the pipe with Dow
340 thermal grease applied to the interface between the pipe and
the HTC foam to reduce thermal contact resistance. Thermocouple
and power wires are routed through the hollow bottom Teflon rod
to a FieldPoint �FP� data acquisition system �8�.

A National Instruments, FieldPoint, PC-based, distributed
input/output �I/O� data acquisition system is used for this investi-
gation. The FP system is connected to a laptop and LABVIEW 6.1

via a serial port. dc signals generated by the sensors are transmit-
ted to the FieldPoint I/O modules. The I/O modules filter, digitize,
calibrate, and scale raw sensor signals to engineering units. The
LABVIEW application queries the FieldPoint network interface at a
sampling rate equal to the slowest I/O module sampling rate �i.e.,

0.88 Hz�. The parameters measured with corresponding sensors,

DECEMBER 2008, Vol. 130 / 122502-108 by ASME



I
T

�
H
p
t
0
f
�
m
s
a
d
t
T
t
h
b
s
a
a
1

E
z
z
x
x
P
O
P
E

1

/O modules, sampling rate, and uncertainty are summarized in
able 2.
Tests were completed over a range of conditions �Ra=3
106 to 1.5�107�. For each case investigated, the appropriate
TC foam geometric arrangement, aluminum finned pipe, or bare
ipe was installed in the mounting system. The power supply to
he heating cartridge was switched on, delivering approximately
.5 W to the heater �Ra�3�106�. The apparatus was left running
or approximately 2 h and allowed to reach thermal steady state
achieved when the mean surface temperature did not fluctuate
ore than �0.1°C over a 5 min period�. The data acquisition

ystem was turned on and began sampling temperature, pressure,
nd power signals at 0.88 Hz. A routine in LABVIEW buffered the
ata �106 unique points� and performed appropriate data reduc-
ions and statistics before logging results in an excel spreadsheet.
he LABVIEW application was stopped and I/O modules were

urned off in order to reduce heat induced error in the FieldPoint
ardware. The power supply to the cartridge heater was increased
y approximately 0.5 W, and the apparatus was allowed to reach
teady state �approximately 60 min�. The LABVIEW application
nd I/O modules were turned back on and subsequent data were
cquired. This procedure was repeated until a Rayleigh number of
.5�107 was reached ��9 W�.

Table 1 Material properties for the HTC foam

Manufacturer
specifications

ffective thermal conductivity
-plane �20°C� 245 W /m K
-plane �100°C� 165 W /m K
y-plane �20°C� 70 W /m K
y-plane �100°C� Not available
orosity 61%
pen porosity 95%
ore diameter 350 �m
missivity 0.62
Fig. 1 Schematic layout of the vertica

22502-2 / Vol. 130, DECEMBER 2008
4 Heat Loss Estimation
Heat loss from the vertical pipe due to conduction through the

Teflon mounts was estimated as follows. During no flow condi-
tions an energy balance on the vertical pipe in Fig. 2 indicates that
the heat input to the polished copper pipe is lost by three mecha-
nisms �i.e., conduction, natural convection, and radiation�. Since
this study is interested in quantifying heat transferred by convec-
tion and radiation it is necessary to isolate the conduction term
�i.e., heat loss�. Therefore, small amounts of heat were supplied to

Fig. 2 Experimental apparatus and heat loss mechanisms
l pipe and data acquisition system

Transactions of the ASME
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Table 2 Data acquisition system

Measurement Sensor I/O module
Sample

rate Uncertainty

Mean surface
temperature

Six type-K
thermocouples

�Omega TT-K-36-25�

FP-TC-120
�National

Instruments�

0.88 Hz �1.8°C �max�
�0.7°C �min�

Ambient
temperature

One type-K
thermocouple

�Omega TT-K-20-25�

FP-TC-120
�National

Instruments�

0.88 Hz �0.5°C

Power One dc signal rectifier FP-AI-110
�National

Instruments�

1.9 Hz �0.2 W
Fig. 3 „a…–„d… Geometric details of a bare copper pipe, aluminum fins, HTC sleeves, and

HTC fins, respectively

ournal of Heat Transfer DECEMBER 2008, Vol. 130 / 122502-3
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he bare pipe and surface temperatures were measured. Natural
onvection was estimated using the empirical relation from Ref.
4� for a flat plate:

Nu¯ L = 0.68 +
0.670RaL

1/4

�1 + �0.492

Pr
	9/16
4/9

eat transfer enhancement due to the pipe curvature was ac-
ounted for by applying the results from an investigation of
aminar-free convection from the outer surface of a slender verti-
al cylinder �5�. This work provides a convenient expression to
ccount for the transverse curvature influence of the pipe on heat
ransfer. Radiation from the pipe was determined from Ref. �6�
sing

Qrad = ��A�Ts
4 − T�

4 �

here copper surface emissivity is equal to 0.03. The difference
etween the heat supplied and natural convection plus radiation is
he heat lost by conduction. Conduction heat losses from the bare
opper pipe were plotted as a function of mean surface tempera-
ure and a least-squares fit obtained. The heat losses were then
ubtracted from the heat input during natural convection experi-
ents at corresponding values of surface temperature.
Several different geometric arrangements were investigated in

his experiment. Figure 3�a� presents the bare copper pipe. Figure
�c� illustrates the dimensions of the large and small diameter
TC sleeves with the z-direction of the HTC foam indicated.
imensions of the large and small diameter HTC fins are pre-

ented in Fig. 3�d� with z-direction indicated. An aluminum finned
opper pipe was also investigated and its dimensions are pre-
ented in Fig. 3�b�.

The copper pipe dimensions remained constant for all cases
tudied �i.e., D=1.59 cm, L=15.22 cm�. For each of these cases
he nondimensional parameter, Nusselt number, is calculated in
elation to Rayleigh number. The mean Nusselt number is defined
s

Nu¯ =
h̄L

k

here L is the length of the copper pipe and k is the thermal
onductivity of air at the film temperature. The mean heat transfer
oefficient �h� is based on Newton’s law of cooling.

h̄ =
Q

�DL�Ts − T��

or the sake of comparison between different cases the pipe out-
ide diameter, D, will remain constant regardless of the material
ttached to the pipe surface. This calculation assumes isothermal
urface temperature; uncertainty associated with this assumption
s accounted for in the surface temperature error margin. Conduc-
ion losses are accounted for in the heat input value, Q. In order to
valuate the influence of the exposed surface area on Nusselt
umber a surface area coefficient, 	, is defined.

	 =
surface areaporous layer

surface areabare pipe

he Rayleigh number is calculated as

RaL = GrLPr =
g
�Ts − T��L3

��

here kinematic viscosity, , volumetric thermal expansion coef-
cient 
, and thermal diffusivity � are evaluated at the film tem-
erature. All primary variables �i.e., Ts, T�, and Q� are time aver-
ged over a 2 min interval.

In order to verify results obtained with the methodology and

pparatus described above, experimental results for Nusselt num-

22502-4 / Vol. 130, DECEMBER 2008
ber from a bare pipe were compared with empirical and analytical
predictions �4,7�. Experimental results illustrated in Fig. 4 show
good agreement with empirical and analytical predictions over the
range of Rayleigh numbers tested.

5 Results and Discussion
The length-averaged surface temperature and mean Nusselt

number versus Rayleigh number are presented in Figs. 5�a� and
5�b�. No comparison between porous layer diameters is presented
in Fig. 5�a� because all other surface temperature values fall on
the same curve and no more useful information is gained. The
relationship between surface temperature and Rayleigh number is
presented in Fig. 5�a�. It is observed that as the surface tempera-
ture increases the ratio of buoyancy forces to viscous forces in-
creases. It follows that air flow rate and consequently NuL in-
crease with increasing surface temperature and Rayleigh number.
Figure 5�b� illustrates that NuL does indeed increase with Ray-
leigh number.

Part of the NuL increase observed in Fig. 5�b� can be explained
by surface area coefficients presented in Table 3. The larger diam-
eters result in more surface area, greater heat transfer rates, and a
higher NuL. However, in the case of large diameter HTC sleeves,
Fig. 5�b�, a 2.5 times increase is observed for NuL relative to the
bare pipe, while the corresponding increases in the surface area is
only 1.64 times. This observation suggests that a heat transfer
enhancement is achieved beyond that due to an increased surface
area. This phenomenon can be explained as follows. First, air
within the porous layer is not stagnant. Although there is high
resistance to flow and air velocity is low, flow may be fast enough
to have a noticeable effect on overall natural convection Nusselt
number. Because of the tremendous surface area within the porous
layer even small flow rates can be responsible for noticeable heat
transfer under natural convection conditions. Second, the HTC
sleeve offers a continuous surface for the development of flow in
the vertical direction. Because the HTC foam is a good conductor,
the surface temperature of the HTC sleeve remains relatively high
and the air density gradient is allowed to develop along the con-
tinuous vertical surface, thus producing continuous air flow and
good natural convection. Finally and most importantly, radiative
heat transfer plays a very significant role in overall heat transfer
for the HTC sleeve case. The surface characteristics are modified
from a polished copper pipe ��=0.03� to a dark porous layer ��

Fig. 4 Comparison of experimental and empirical natural con-
vection results
=0.62�. This surface modification increases radiation from about

Transactions of the ASME
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% of the total heat transfer rate to about 45% of the total heat
ransfer rate. The relative influence of radiation for each of the
ases studied is presented in Table 4.

Interestingly, the increase in NuL was less than the increase in
he surface area for the case of HTC fins in Fig. 5�b�. For large
iameter HTC fins, the increase in the surface area relative to the
are pipe was about 2.65, but the increase in NuL was only about
.35 times. The failure of HTC fins to transfer heat from the pipe
t a rate equivalent or greater than its increase in the surface area
an be explained by two points. First, the momentum boundary
ayer induced by the temperature difference between the surface
nd ambient does not develop in the same manner as the bare pipe
r HTC sleeve. The fins interrupt air flowing in the vertical direc-
ion and consequently reduce air velocity and heat transfer coef-
cient. Instead, much of the air circulation is restricted to the
pace between fins. Because these spaces are relatively small, the
atural convection velocity is consequently much smaller than
hat expected for the bare pipe and HTC sleeve cases. Second,
adiation from the HTC fins is less than that from HTC sleeves.

Fig. 5 „a… and „b… Variation of mean surface

able 3 Natural convection heat transfer enhancement and
urface area ratios

Heat transfer
enhancement ratio

�relative to the bare pipe� 	

are pipe 1 1
arge HTC fins �15� 2.35 2.65
mall HTC fins �15� 1.85 1.93
arge HTC sleeve 2.50 1.64
mall HTC sleeve 2.10 1.40
luminum fins �52� 2.34 13.69

able 4 Relative influence of radiation on total heat transfer
or natural convection

Radiation as percentage of
total heat input �%�

are pipe 3
arge diameter HTC sleeve 45
mall diameter HTC sleeve 43
arge diameter HTC fins 35
mall diameter HTC fins 33
luminum fins 40
ournal of Heat Transfer
Figure 6 estimates radiation heat transfer rate for each of the cases
studied. Fin geometry interrupts radiative heat transfer from the
surface to the surroundings.

The aluminum finned pipe produces a Nusselt number well be-
low that expected given its large surface area coefficient. This is
likely due to its discontinuous surface. Each aluminum fin inter-
rupts air flow in the vertical direction while the bulk of the surface
area is exposed to air with very restricted circulation. Air flow
between and perpendicular to the fins is low; thus the heat transfer
coefficient is low. Also the surface emissivity coefficient of oxi-
dized aluminum is about half of the value used for the HTC foam.

6 Uncertainty
The uncertainty associated with Nusselt numbers is summa-

rized in Table 5. These values are based on the measurement
uncertainty methodology published by Ref. �8�. Nusselt number
uncertainty values are given for both high and low Rayleigh num-
bers and represent maximum and minimum errors. The uncertain-
ties associated with Rayleigh numbers are 14.4% for low Ra and
2.3% at high Ra. The range of uncertainties produced by the
equipment, methodology, and data reduction is reasonable for an

mperature „°C… and Nusselt number with Ra
Fig. 6 Radiation heat transfer versus Rayleigh number

DECEMBER 2008, Vol. 130 / 122502-5
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xperimental investigation. The maximum errors encountered for
atural convection do not exceed 16% �with 95% confidence� of
he measured values.

Conclusions
Test results for a bare pipe validated the methodology and as-

umptions employed during apparatus design and construction.
ubsequent testing of HTC foam cases yielded results for varia-

ions in length-averaged surface temperature and mean Nusselt
umber natural convection conditions. HTC foam results were
ompared to corresponding results for aluminum fins, and the
erits of each were discussed.
Several general conclusions can be made regarding the applica-

ion of HTC foam layers in a natural convection environment.

• The Nusselt number increases as the diameter increases.
• The Nusselt number increases as the Rayleigh number in-

creases.
• The influence of radiation on overall heat transfer rate is

very important.

More specific conclusions can be made about each natural con-
ection case studied.

• HTC sleeves produce more heat transfer enhancement than
their surface area would indicate. This is due to the sleeve
continuous surface, internal convection, and modified sur-
face emissivity coefficient.

• HTC fins produce less heat transfer enhancement than their
surface area would indicate. The discontinuous finned sur-
face interrupts flow and reduces convective heat transfer.

he aluminum fins produce substantially less heat transfer en-
ancement than their surface area would indicate. Natural convec-

able 5 Uncertainty associated with natural convection Nus-
elt numbers

Nusselt uncertainty
at low

Rayleigh numbers
�%�

Nusselt uncertainty
at high

Rayleigh numbers
�%�

arge diameter HTC sleeve 13.3 3.5
mall diameter HTC sleeve 15.6 4.1
arge diameter HTC fins 13.1 3.8
mall diameter HTC fins 14.3 4.4
luminum fins 13.2 4.3
are pipe 9 6.3
ion flow is severely interrupted by the finned surface. The rate of

22502-6 / Vol. 130, DECEMBER 2008
radiative heat transfer per unit surface area is much lower than
HTC foam cases due to lower surface emissivity and fin geometry.

Given the natural convection experimental results obtained in
this study, HTC sleeves are the most suitable heat transfer me-
dium for natural convection applications.

Nomenclature
As � surface area
D � pipe outside diameter

Gr � Grashof number
g � gravity constant

h̄ � mean convective heat transfer coefficient
k � thermal conductivity
L � pipe length

NuL � mean Nusselt number for natural convection
OD � aluminum fin outside diameter

P � power
Pr � Prandtl number
Q � heat transfer rate
R � electrical resistance

Ra � Rayleigh number

T̄s � length-averaged surface temperature
T� � ambient temperature
Vs � supplied power voltage

Greek Symbols
� � thermal diffusivity

 � volumetric thermal expansion coefficient
� � surface emissivity coefficient
	 � surface area ratio
 � kinematic viscosity
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ressure Drop Characteristics

eilin Qu1

-mail: qu@hawaii.edu

bel Siu-Ho

epartment of Mechanical Engineering,
niversity of Hawaii at Manoa,
onolulu, HI 96822

his Technical Brief is Part II of a two-part study concerning
ater single-phase pressure drop and heat transfer in an array of

taggered micro-pin-fins. This brief reports the pressure drop re-
ults. Both adiabatic and diabatic tests were conducted. Six pre-
ious friction factor correlations for low Reynolds number �Re
1000� flow in conventional and micro-pin-fin arrays were exam-

ned and found underpredicting the adiabatic data except the cor-
elation by Short et al. (2002, “Performance of Pin Fin Cast
luminum Coldwalls, Part 1: Friction Factor Correlation,” J.
hermophys. Heat Transfer, 16(3), pp. 389–396), which overpre-
icts the data. A new power-law type of correlation was devel-
ped, which showed good agreement with both adiabatic and di-
batic data. �DOI: 10.1115/1.2970082�

eywords: micro-pin-fins, heat sink, liquid cooling, single phase,
ressure drop, friction factor

Introduction
Liquid cooled micro-pin-fin heat sinks that utilize arrays of

taggered or aligned micro-pin-fins as an internal heat transfer
nhancement structure have recently emerged as a promising al-
ernative to microchannel heat sinks �1–7�. The height-to-diameter
atio Hfin /d of the micro-pin-fins is in the intermediate range of
.5–8, and flow is mostly in laminar or transitional regime with
eynolds number less than 1000. An accurate prediction of pres-

ure drop in micro-pin-fin arrays is of paramount importance to
ractical implementation of the heat sinks due to the concern of
xcessive pressure loss.

A few published studies discussed single-phase pressure drop in
icro-pin-fin arrays �1–7�. While some of the studies reported

ood agreement between predictions of previous conventional
in-fin correlations and the data �2–4�, others found appreciable
iscrepancies �1,5–7�. Other relevant studies include those on
ressure drop of low Reynolds number �Re�1000� flow in arrays
f conventional intermediate pin-fins �0.5�Hfin /d�8� �8,9� and
ong pin-fins �Hfin /d�8� �10–12� with diameters several millime-
ers and larger.

This Technical Brief is Part II of a two-part study that investi-
ates water heat transfer and pressure drop in an array of stag-
ered square micro-pin-fins. Heat transfer results were presented
n Part I �13�. In this Technical Brief, pressure drop results for

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 11, 2007; final manuscript
eceived May 1, 2008; published September 17, 2008. Review conducted by Yo-
endra Joshi. Paper presented at the 2007 ASME International Mechanical Engineer-

ng Congress �IMECE2007�, Seattle, WA, November 10–16, 2007.

ournal of Heat Transfer Copyright © 20
both adiabatic and diabatic water flows are reported, comple-
mented by assessment of previous friction factor correlations and
development of a new correlation.

2 Experimental Apparatus and Procedure
Detailed description of the experimental study can be found in

Part I �13�. Only a brief overview is presented here. Figure 1
shows the construction of the test module that consists of a micro-
pin-fin heat sink, a housing, a cover plate, and nine cartridge
heaters. The heat sink had a platform �top� area of
3.38 cm �length��1.0 cm �width�, which contained an array of
1950 staggered micro-pin-fins with a 200�200 �m2 cross sec-
tion �Wfin�Lfin� by a 670 �m height �Hfin�. Figure 2 shows a top
view of the micro-pin-fin array together with key dimensions.
Pressure drop across the heat sink was measured using a differen-
tial pressure transducer that was connected to the inlet and outlet
deep plenums in the housing.

Two sets of tests were conducted: adiabatic tests without heat
transfer and diabatic tests with heat transfer. Operating conditions
and procedure for diabatic tests were described in detail in Part I
�13�. For adiabatic tests, a water temperature of around 21°C and
six water mass flow rates ṁ, ranging from 0.611 g/s to 1.398 g/s,
were tested. The corresponding maximum mass velocities Gmax
and Reynolds number Re ranged from 183 kg /m2 s to
417 kg /m2 s and from 37.9 to 85.8, respectively. The procedure
for the adiabatic tests was set to be the same as that for the diaba-
tic tests.

3 Results and Discussion

3.1 Adiabatic Pressure Drop. The measured �P is the sum
of pressure drops across the inlet deep and shallow plenums,
micro-pin-fin array, outlet shallow and deep plenums, as well as
pressure losses and recoveries associated with the consecutive
sections. Neglecting pressure drop in the plenums, �Pfin can be
evaluated from

�Pfin = �P − ��Pc1 + �Pc2 + �Pe2 + �Pe1� �1�

where �Pc1, �Pc2, �Pe2, and �Pe1 are calculated from �14�

�Pc1 =
1

2
� f�up2,in

2 − up1,in
2 � +

Kc1

2
� fup2,in

2 �2�

�Pc2 =
1

2
� f�umax

2 − up2,in
2 � +

Kc2

2
� fumax

2 �3�

�Pe2 =
1

2
� f�up2,out

2 − umax
2 � +

Ke2

2
� fumax

2 �4�

and

�Pe1 =
1

2
� f�up1,out

2 − up2,out
2 � +

Ke1

2
� fup2,out

2 �5�

The values of Kc1, Kc2, Ke1, and Ke2 for the present test module
geometry are evaluated in accordance with Ref. �14�. �Pc1
+�Pc2+�Pe2+�Pe1 accounts for 0.7–1.1% of �P.

Once �Pfin is determined from Eq. �1�, f fin can be evaluated
from

f fin =
�Pfin

NL�� fumax
2

2
� �6�

Following the method developed by Kline and McClintock �15�,
the uncertainty in �Pfin is about 0.3% and the uncertainty in f fin is
about 9.9%. The variation of f fin with Reynolds number Re is
plotted in Fig. 3 on a log-log scale. Figure 3 shows that f fin de-

creases with increasing Re in a fairly linear fashion, which indi-
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ates a power law �f fin�Rem� relationship.
Six previous friction factor correlations for low Reynolds num-

er �Re�1000� flow in staggered pin-fin arrays are selected and
isted in Table 1. Predictions of these correlations are plotted in
ig. 3 along with the adiabatic f fin data for comparison. The mean
bsolute error �MAE� for each correlation is given in Table 1.
igure 3 shows all the correlations underpredicting the data by a

arge margin except correlation 3, which overpredicts the data.
A new power-law type of correlation is proposed through a

inear regression of the adiabatic data as follows:

Fig. 1 Test module construction

Fig. 2 Top view of the micro-pin-fin

segment

24501-2 / Vol. 130, DECEMBER 2008
f fin = 20.09Re−0.547 �7�
The correlation is listed as correlation 7 in Table 1. The MAE
value of the new correlation is 0.9%.

3.2 Diabatic Pressure Drop. The new correlation is applied
to calculate the diabatic �P as follows:

�P = �Pc1 + �Pc2 + �Pfin + �Pe2 + �Pe1 �8�

�Pc1, �Pc2, �Pe2, and �Pe1 are evaluated by using Eqs. �2�–�5�
with water properties evaluated at the corresponding Tin and Tout.

In order to better resolve the water property variation along the
streamwise direction during diabatic tests, a segment-based ap-
proach is employed to evaluate �Pfin.

�Pfin = �
i=1

NL

�Pfin,i = �
i=1

NL � f fin,i� � f ,i

�w,i
�0.58� f ,iumax,i

2

2
	 �9�

where i indicates a segment in the streamwise direction that con-
tains a row of micro-pin-fins as well as the corresponding portion
of the top and bottom endwalls as shown in Fig. 2. All water
properties in Eq. �9� except �w,i are evaluated based on Tf ,i. As-

ay and schematic of the streamwise

Fig. 3 Comparison of the fraction factor data with predictions
of correlations for adiabatic tests
arr
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uming a linear increase in water temperature along the stream-
ise direction, Tf ,i is determined from

Tf ,i = Tin + �Tout − Tin�
zi

L
�10�

he term �� f ,i /�w,i�0.58 in Eq. �9� represents a property correction
actor to account for the effect of fluid property variation within
he segment due to heat transfer, and is introduced following the
ecommendation of Ref. �16�. �w,i is evaluated based on Tw,i,
hich can be calculated from the following energy balance equa-

ion for the segment:

qeff� Ai = hi�Tw,i − Tf ,i���Ai − NTAc� + 	finNTAfin� �11�

i represents the heat transfer coefficient in the segment and is
valuated using the following heat transfer correlation developed
n Part I �13�:

Nui = 0.0285 Rei
0.932 Prf ,i

1/3 �12�

Figure 4 shows comparisons of all the diabatic �P data with the
redictions of the new correlation �correlation 7�. An excellent
greement is achieved with a MAE value of 6.9%.

Conclusions
This Technical Brief reports water single-phase pressure drop

esults in an array of staggered square micro-pin-fins. Key find-
ngs are as follows.

�1� Six previous friction factor correlations underpredicted the
adiabatic data except the correlation by Short et al. �8�,
which overpredicted the data.

�2� A new power-law type of friction factor correlation was
proposed base on the adiabatic data.

Table 1 Correlatio

Correlation Pin-fin type

1 Conventional long pin-fin
2 Conventional long pin-fin
3 Conventional intermediate pin-fin
4 Conventional intermediate pin-fin
5 Micro-pin-fin
6 Micro-pin-fin
7 Micro-pin-fin

ig. 4 Comparison of the measured diabatic pressure drop

ata with predictions of correlation 7

ournal of Heat Transfer
�3� The new correlation showed an excellent agreement with
the diabatic data.
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Nomenclature
Ac 
 cross-sectional area of a micro-pin-fin
Ai 
 area of the segment base endwall

Afin 
 wetted surface area of a single micro-pin-fin
d 
 diameter of the pin-fin

f fin 
 friction factor in the micro-pin-fin array
f fin,i 
 friction factor in segment i

Gmax 
 maximum mass velocity
hi 
 heat transfer coefficient in segment i

Hfin 
 height of a pin-fin
Kc1, Kc2 
 contraction loss coefficients
Ke1, Ke2 
 expansion recovery coefficients

L 
 length of the heat sink top platform area
m 
 exponent of the Reynolds number
ṁ 
 total mass flow rate

NL 
 total number of rows in the micro-pin-fin array
NT 
 total number of micro-pin-fins in a segment
Nu 
 Nusselt number
�P 
 pressure drop across the heat sink

�Pc1, �Pc2 
 inlet contraction pressure losses
�Pe1, �Pe2 
 outlet expansion pressure recoveries

�Pfin 
 pressure drop across the micro-pin-fin array
Pr 
 Prandtl number

qeff� 
 heat flux based on the heat sink top platform
area

Re 
 Reynolds number based on d or de
Tf ,i 
 average water bulk temperature in segment i
Tin 
 measured inlet temperature

Tout 
 measured outlet temperature
Tw,i 
 average micro-pin-fin base temperature in seg-

ment i
u 
 velocity

umax 
 maximum velocity
zi 
 streamwise location of the center of segment i

Greek Symbols
	fin 
 fin efficiency

� 
 viscosity
� 
 density

Subscripts
exp 
 experimental �measured�

for friction factor

Reference MAE �%�

Gunter and Shaw �10� 60.6
Gaddis and Gnielinski �12� 65.2

Short et al. �8� 10.9
Moores and Joshi �9� 53.6

Koşar et al. �1� 52.5
Prasher et al. �6� 39.7

Present study 0.9
ns
f 
 liquid �water� bulk
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R

1

i 
 a streamwise segment containing one row of
micro-pin-fins

pred 
 predicted
p1 
 deep plenum
p2 
 shallow plenum

s 
 solid �copper�
w 
 pin-fin base
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modified heat exchanger analysis is developed here that ac-
ounts for a heat source, which is assumed to be volumetrically
niform in the hot fluid. The motivation for this work arises from
he analysis of an ammonia-water absorber heat exchanger where

heat-of-absorption source term arises in the solution side. Util-
ty of the analysis in deducing the overall heat transfer coefficient
rom experimental measurements is demonstrated.
DOI: 10.1115/1.2970063�

eywords: heat exchanger, heat source term, heat of absorption,
ounter flow, overall heat transfer coefficient

Introduction
A modified heat exchanger analysis is presented for a steady

arallel-plate counterflow heat exchanger that accounts for a uni-
ormly distributed heat source in the hot fluid. This analysis is
otivated by observations made in a recent experimental work �1�

n a large-aspect-ratio absorber for use in an ammonia-water ab-
orption refrigeration cycle. It was clear that although the solution
n the absorber channel came into the counterflow heat exchanger
t a temperature close to ambient, there were experimental condi-
ions at which the exit temperature of this stream was higher than,
r at the same temperature as, its inlet. This would tend to in-
rease the average driving temperature differential between the
wo fluid streams, resulting in a U lower than that reported on the
asis of just the inlet and exit temperatures of the fluid streams in
he heat exchanger. In absorption literature, for example, Refs.
2,3�, it is typical to report U values based only on the classical
efinition of �Tlm. Existing heat exchanger analyses, as they ap-
ear in heat exchanger books �4–8�, to the best of the authors’
nowledge, do not explicitly account for volumetric sources of
hermal energy in the hot fluid stream. The present work aims to
uantify the actual temperature differential that drives heat trans-
er in such a heat exchanger. A general analysis, applicable to any
ounterflow heat exchanger with a uniform heat source, is pre-
ented, followed by application of the analysis to an absorber.

Analysis
Figure 1 shows a schematic of a parallel-plate counterflow heat

xchanger in which there is a volumetric heat source term in the
ot-side fluid. For the purpose of this analysis, this source term is
ssumed to be uniform and constant over the length of the heat

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 27, 2007; final manuscript received
pril 24, 2008; published online September 19, 2008. Review conducted by S. A.
herif. Paper presented at the 2007 ASME-JSME Thermal Engineering Conference
nd Summer Heat Transfer Conference �HT 2007�, Vancouver, BC, Canada, July

–12, 2007.
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exchanger and is represented as a source strength rate per unit
volume, ṡ�. Although this source strength is expected to be a
function of temperature and pressure, in the present analysis,
source strength is considered invariant along the channel. This
assumption can be later relaxed by invoking the absorption ther-
modynamics in which the dependency of the absorption rate on
the local pressure and temperature is stipulated. Other standard
assumptions that pertain to classical heat exchanger analysis hold
good for this analysis as well: �1� There is no heat transfer be-
tween either the hot or cold stream and the surroundings, �2� axial
conduction along the heat exchange surface is negligible, �3� fluid
specific heats are constant, and �4� the overall heat transfer coef-
ficient is constant.

An energy balance on a differential control volume on the hot
fluid side shown in Fig. 1 can be expressed as

dṡ = ṁhcphdTh + dq̇h �1�
An energy balance on the counterflowing cold fluid stream re-

sults in

dq̇c = − ṁccpcdTc �2�
A global energy balance over the entire length of the heat ex-

changer on the hot side can be obtained by integrating Eq. �1�,

ṡ − q̇h = ṁhcph�The − Thi� �3�
Equation �3� shows the effect of a source on the hot fluid tem-
perature change, namely, for ṡ− q̇�0, The�Thi and for ṡ− q̇�0,
The�Thi. Similarly Eq. �2� leads to the global energy balance on
the cold stream,

q̇c = − ṁccpc�Tci − Tce� �4�
That there is no heat exchange between the surroundings and

either of the fluid streams is indicated by

dq̇h = dq̇c = dq̇ �5�
The heat transfer rate between the two fluid streams across the
heat exchange surface defines the overall heat transfer coefficient
by

dq̇ = U�Wdx��Th − Tc� �6�
Equations �1�, �2�, and �6� provide a system of three equations

for three unknowns, Th�x�, Tc�x�, and U, for any given set of heat
capacity flow rates, uniform source strength distribution along the
channel length, and dimensions of the heat exchanger. The pattern
of variation of �Th−Tc� with the length, x, along the exchanger is
indicative of the local driving potential for heat transfer. Combin-
ing Eqs. �1�, �2�, and �6�, this pattern is described by

d�Th − Tc�
dx

=
ṡ

Lṁhcph

− UW�Th − Tc�� 1

ṁhcph

−
1

ṁccpc
� �7�

Solving with the boundary condition that at x=0, Th=Thi, and
Tc=Tce,

Fig. 1 Schematic of the heat exchanger showing the analysis

control volume
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�Th�x� − Tc�x�� =
K1

K2
+ ��Thi − Tce� −

K1

K2
�exp�− K2x� �8�

here

K1 =
ṡ

Lṁ c
�9a�
h ph

emperature is fixed at 15°C.
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K2 = UW� 1

ṁhcph

−
1

ṁccpc
� �9b�

A relation for the total heat transfer rate can now be obtained by
evaluating the temperature difference given by Eq. �8� at x=L and
replacing the heat capacity rates with the aid of Eqs. �3� and �4�.

The result is
q̇

UA
�1 − � ṡ

q̇
�� =	 ��Thi − Tce� − �The − Tci� + � ṡ

q̇
��Tce − Tci��

ln�
�Thi − Tce� − � ṡ

q̇
�� q̇

UA
� 1

�1 −
ṁhcph

ṁccpc
���
�The − Tci� − � ṡ

q̇
�� q̇

UA
� 1

�1 −
ṁhcph

ṁccpc
��� �10�
In the absence of a source term, the present result reduces to the
raditional �Tlm definition of U. q̇ /UA is a function of tempera-
ure differentials of the hot and cold fluid streams at the inlet and
xit. The ratio of heat capacity flow rates then has no effect. How-
ver, with a nonzero source, q̇ /UA is a function also of the ratios
f the heat capacity flow rates, the ratio of the source rate to heat
ate, and the temperature difference of the coolant side. In addi-
ion to the usual logarithmic nonlinearity associated with the tra-
itional �Tlm, the heat transfer rate is also affected by the appear-
nce of source term ṡ in both the numerator and denominator of
q. �10�.
The overall heat transfer coefficient can be determined by rear-

anging Eq. �10� in the following implicit form:

U = �C5

C1
�ln��C2

C3
U − 1�/�C4

C3
U − 1�� �11�

here the quantities C1, C2, C3, C4, and C5 are composed, as
iven below, of the experimentally measured heat transfer rate,
ource strength, temperatures, heat capacity flow rates, and the
imensions of the absorber,

ig. 2 Temperature distribution of the hot fluid along the heat
xchanger with the variation in the source term. The cold fluid
C1 = C2 − C4 +
ṡ

q̇
�Tce − Tci� �12a�

C2 = �Thi − Tce� �12b�

C3 =
ṡ

A
�1 −

ṁhcph

ṁccpc
�−1

�12c�

C4 = �The − Tci� �12d�

and

C5 =
q̇ − ṡ

A
�12e�

Figure 2 illustrates the temperature distribution for fixed values
of the overall heat transfer coefficient of 1000 W /m2 K, the hot
stream inlet temperature of 25°C, and the cold stream inlet tem-
perature of 15°C. To observe the trends of the hot fluid side more
clearly, the cold fluid heat capacity rate is kept large such that
Tci=Tce. Using the dimensions of the microchannel absorber heat
exchanger from experiments �1�, Eq. �8� leads to the
x-dependency of the hot stream temperature, as shown in Fig. 2.
The parameter on the curves is the source strength ṡ in increments
of 9.7 W. Whereas Eq. �3� shows that The�Thi for ṡ− q̇�0, Eq.
�8� gives the local temperature difference between the fluid
streams along the heat exchanger. The following observations can
be made from Fig. 2: �a� The ṡ=0 W line in this figure corre-
sponds identically to the distribution obtained using the traditional
analysis obtained here from Eq. �8� by simply setting the source
equal to zero. �b� For sufficiently large values of the source
strength, the hot fluid temperature everywhere in the exchanger
will be larger than its inlet temperature. �c� When ṡ= q̇, Eq. �10�
reduces to The=Thi, and all the heat released in absorption is trans-
ferred to the cold fluid.

Corrections for the effect of heat release due to absorption
come mainly in the additive source term and in �Tlm in Eq. �10�.
The fact that the heat transfer rate appears in this correction term
in �Tlm makes Eq. �10� implicit in q̇. However, if the heat capac-
ity flow rate of the cooling fluid is large, this correction term
becomes negligible. The more substantial correction comes in
both the numerator and denominator of the log function argument,
�ṡ / q̇��q̇ / �UA�� / �1− �ṁhcph / ṁccpc��.

As a case study, the above analysis was used to interpret data

from a large-aspect-ratio absorber shown schematically in Fig.
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3
c
b
c
s
v
t
a
o
r
u
s
v
w
c
l
s
u
C
p
t
d

3

s
e
�
m
s
U
t
W
h

fro

J

�a�. In this absorber, a weak solution of ammonia-water was
onstrained to flow in a microchannel, while ammonia vapor was
ubbled through its top porous wall. A coolant that flows in a
ounterarrangement to the weak solution removed the heat of ab-
orption that was released by the microchannel fluid. In order to
isualize the effect of the heat of absorption on U, it is instructive
o plot the variation of U with the ratio of the heat release rate of
bsorption, ṡ, to the heat removal rate, q̇. A less than unity value
f ṡ / q̇ indicates that the heat transfer rate exceeds the source heat
ate, whereas a value greater than unity indicates otherwise. Fig-
re 3�b� is one such plot for the 150-�m-deep microchannel ab-
orber for all weak solution and vapor flow rates. At ṡ / q̇�1, high
alues in U are observed. However, at ṡ / q̇�1, the decrement of U
ith the increase in ṡ / q̇ is more gradual, and U tends to an almost

onstant value of about 900 W /m2 K, indicating that heat transfer
imitations begin to affect the absorber performance at ṡ / q̇�1. A
equential perturbation technique �9� was used to determine the
ncertainty in U based on Eq. �11�. Uncertainties in constants
1–C5 were determined using Eqs. �12a�–�12e� based on the ex-
erimentally determined values of variables. The average uncer-
ainty for U plotted in Fig. 3�b� was 12.5% with a 4.6% standard
eviation in uncertainty values.

Conclusions
A modified heat exchanger analysis that accounts for the heat

ource within the hot fluid stream was presented. The resulting
quations for the heat rate and the overall heat transfer coefficient
U� are implicit. Overall heat transfer coefficients were deter-
ined based on the modified equations for a microchannel ab-

orber. Trends of the experimentally determined U indicate a high
value at low source to heat rate ratios, followed by an approach

o a constant value at source to heat rate ratios larger than unity.
hereas the analysis presented here does not aid in the design of

Fig. 3 Application of the modified
tions on the constrained thin-film abs
the absorber configuration and „b… t
termined by using Eq. „11… and data
eat exchangers with a source term, it does present a method to

ournal of Heat Transfer
analyze and interpret data from such heat exchangers.

Nomenclature
A � heat exchange area, A=WL �m2�
cp � specific heat at a constant pressure �J /kg K�
h � specific enthalpy of the fluid stream �J/kg�
H � height �depth� of the microchannel �m�

K1 � parameter defined in Eq. �9a�
K2 � parameter defined in Eq. �9b�
L � length of the microchannel �m�
ṁ � mass flow rate �kg/s, g/min�
P � pressure �Pa�
q̇ � heat rate �W�
ṡ � source rate �W�
T � temperature �K�
U � overall heat transfer coefficient �W /m2 K�
W � width of the microchannel �m�
X � mass concentration �%�

Greek
�Tlm � log-mean temperature difference �K�

� � density of the fluid

Subscripts
abs � absorber

c � cold fluid
e � exit of the microchannel
h � hot fluid
i � inlet of the microchannel

ss � strong solution
v � vapor �anhydrous ammonia gas�

„Eq. „11…… to experimental observa-
er heat exchanger: „a… schematic of

overall heat transfer coefficient de-
m experiments
U
orb
he
ws � weak solution
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ressure drag coefficient and heat transfer are experimentally in-
estigated around a single noncircular cylinder in cross-flow un-
er angle of attack 0 deg���360 deg and Reynolds number
.5�104�Reeq�4.8�104 based on equivalent diameter of a cir-
ular cylinder. The results show that the trend of pressure drag
oefficient against the angle of attack has a wavy shape but the
avy trend of the Nusselt number is smoother relative to the drag
oefficient behavior. It is found that for l /Deq�0.4 and over the
hole range of the Reynolds number, the pressure drag coefficient
as a minimum value of about CD�0.4 at ��30 deg, 180 deg,
nd 330 deg and a maximum value of about CD�0.9 at �
90 deg and 270 deg. The corresponding value of the mean

usselt number to that of the equivalent circular tube is 1.05
Nucam /Nucir�1.08 at ��90 deg and 270 deg as well as 0.87
Nucam /Nucir�0.92 at ��30 deg and 180 deg.

DOI: 10.1115/1.2969259�

eywords: pressure drag, surface heat transfer, cam-shaped
ylinder, heat exchangers

Introduction
In contrast to the circular tubes, which cause severe separation

nd large wake regions to produce high pressure drops, noncircu-
ar tubes of streamlined shapes offer high heat transfer and low
ydraulic resistance and consequently require less pumping
ower.

Ota et al. �1,2� found that at Re�104 maximum and minimum
ean heat transfer coefficients around an elliptic cylinder with a
ajor axis parallel to the flow direction with axis ratios of 1:2 and

:3 occurred in the range of 60 deg���90 deg and 0 deg
��30 deg, respectively. The minimum mean heat transfer rate
as higher than that of a circular tube with equal circumferential

ength. The drag coefficient was about 0.12 at Re=4.8�104 and
=0 deg and increased monotonically with � and reached 1.8 at
=90 deg.
Ruth �3� measured pressure drop and heat transfer rate for a

enticular tube bundle in the range of 103�Re�5�104 with a

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 4, 2007; final manuscript received
une 2, 2008; published online September 22, 2008. Review conducted by S. A.

herif.

ournal of Heat Transfer Copyright © 20
transverse tube pitch-to-diameter ratio of 2. He found that the drag
was reduced by 70% in comparison with a circular tube bundle.

Merker and Hanke �4� measured heat transfer and pressure drop
along the shell-side of a tube bundle with oval-shaped tubes. They
showed that heat exchangers with oval-shaped tubes have consid-
erably smaller frontal areas on the shell-side in comparison with
circular tubes in the range of 103�Re�5�104 based on the
stream length.

Prasad et al. �5� reported heat transfer and pressure drop from
an aerofoil NACA-0024 in cross-flow for 2�104�Re�5�104

based on the equivalent diameter. They concluded that this shape
gives higher values of Stanton number to pressure drop coefficient
in comparison with a circular, lenticular, and oval tubes at Re
�2�104.

Badr et al. �6� numerically simulated the unsteady flow over an
elliptic cylinder with a major axis parallel to the flow direction at
different orientations. They obtained the total drag coefficient
equal to 0.8 at Re=3700 and 0.9 at Re=700 with a length ratio of
minor-to-major axis equal to 0.6. The form drag was 80–90% of
the total drag. Compared with a circular tube, the drag coefficient
was reduced between 10% and 20%.

Matos et al. �7� numerically and experimentally studied three
dimensional of staggered finned circular and elliptic tubes at
ReL=852 and 1065, where subscript L is the swept length of a
fixed volume. Circular and elliptic arrangements with the same
flow obstruction cross-sectional area were compared on the basis
of maximizing the total heat transfer. The results illustrate that the
optimal elliptic tube arrangement exhibits higher heat transfer up
to 19% in comparison with the optimal circular tube arrangement.
The heat transfer gain and the relative total mass reduction of up
to 32% show that the elliptical arrangement has a potential to
deliver considerably higher global performance and lower cost.

Li et al. �8� numerically investigated the heat transfer enhance-
ment of three streamlined polymer tubes with fins of lenticular
and oval profiles. For Bi�0.3 and 2�103�Re�2�104, the heat
transfer of oval-shaped tubes was higher than that of the circular
tubes. They showed that the teardrop tube had the highest effi-
ciency in comparison with the lenticular and oval tubes.

Bouris et al. �9� carried out experiments and numerical simula-
tions on a novel tube bundle heat exchanger with tube cross sec-
tion that contained a parabolic shape in front and a semicircular
one at the rear. The Reynolds number was in the range of 2.2
�103�Re�4.1�103 based on the diameter of the bottom circu-
lar section of the tube. Their results indicate a higher heat transfer
level with 75% lower deposition rate and 40% lower pressure
drop.

Moharana and Das �10� gave an improvement on the analysis of
Li et al. �8�. They analyzed conduction through shaped tubes with
a circular inner surface and a hydrodynamically shaped outer sur-
face by two different techniques. These two techniques were a
two-dimensional analysis as well as a one-dimensional approxi-
mate technique, which showed a closed agreement with the two-
dimensional analysis.

Table 1 summarizes the results of the previous works concern-
ing the pressure drag coefficient and the Nusselt number around a
streamlined single tube or tube bundle. All these noncircular tubes
have low pressure drag coefficient and high Nusselt number in
comparison with circular tubes with the same circumferential
length. Those tubes, which have cross-sectional area similar to a
teardrop, have more efficiency than those of the oval and lenticu-
lar tubes with less deposition rate of suspension materials on the
tube surface.

To give better understanding regarding the optimum shape for a
noncircular tube in which high heat transfer and/or low drag can
be achieved, this study has emphasized on cam-shaped tubes. This
shape provides ease of manufacturing and varying flow pattern

under different angles of attack in cross-flow.

DECEMBER 2008, Vol. 130 / 124503-108 by ASME
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Experimental Setup
Three testing tubes made of a commercial copper plate with a

hickness of 0.3 mm and a length of 12 cm were used �Fig. 1�.
hese three tubes have identical diameters equal to d=1.2 cm and
=2.2 cm but with three different distances between their cen-

ers, l=1.1 cm, 2.9 cm, and 6.6 cm. The surface of each tube is
overed with 20 holes drilled at the middle length of the tube to
easure the static pressure on its surface with 18 deg intervals.
he angle of attack is measured between the flow direction and

he major axis of the cam-shaped cylinder when it rotates clock-
ise about the center of its smaller circle. The frame blockage

atio varies from 0.1 to 0.12 at 0 deg���90 deg. The frame is
ade of wood and the two ends of the tube are insulated by low

hermal conductivity material. The heat loss by conduction from
he two ends is estimated to be about 3.5% of the total heat trans-

Table 1 Summary of some strea

Ref. Tube shape 10−3 Re

�2� Elliptic 8–79

�3� Lenticular
tube bundle 1–50

�4� Elliptic tube bundle 1–50

�5� Aerofoil 20–50

�6� Elliptic �5

�7� Elliptic tube bundle 0.852 and
1.065

�8� Lenticular,
teardrop and elliptic 2–20

�9� Parabolic
tube bundle 2.2–4.1

Present work Cam 15–48

aper denotes performance.
b
 denotes efficiency.
cḊ denotes deposition rate.

ig. 1 Schematic of a cam-shaped tube and thermocouple lo-

ation in cross-flow

24503-2 / Vol. 130, DECEMBER 2008
fer from the tube. Hence, no corrections are made for the frame
effects upon the heat transfer and flow characteristics.

Eight thermocouples were embedded and cemented on the sur-
face around the cylinder where their positions are shown in the
figure from T1 to T8. Two other thermocouples were used to mea-
sure the axial temperature. The mean surface temperature at the
middle length and for fluid properties �11� was calculated. The
average pressure drag coefficient was obtained by CD

=�i=1
20 Cp,i cos �i�Si /Deq over the tube surface, where �i is the

angle between normal to the tube local surface and the free flow
velocity �Fig. 1�. �Si represents a differential element of the tube
perimeter belonging to each hole. The pressure drag and heat
transfer coefficient uncertainties calculated are about 10.4–12.8%
and 4.5–5.5% for 0 deg���360 deg, respectively.

3 Results and Discussion
The effect of natural convection can be neglected because at the

lowest velocity Gr /Re2=1.29�10−4 is very small. The length
scale in the Reynolds and Grashof numbers is based on an equiva-
lent circular cylinder, Deq= p /�, whose circumferential length is
equal to that of the cam-shaped cylinder. The equivalent diameters
of three test cylinders are 2.47 cm, 3.57 cm, and 5.91 cm.
Quarmby and Al-Fakhri �12� showed that for L /Deq�4 this ratio
has little effect on the heat transfer. To assess the accuracy of the
experimental data, a single circular tube with a diameter of 2.47
cm and a length of 12.5 cm was tested before testing the cam-
shaped tube and taking data process. This circular tube had the
same perimeter length as the cam-shaped tube with d=1.2 cm,
D=2.2 cm, and l=1.1 cm. The experimental results show 0.73
�CD�0.75 in the range of 1.9�104�Reeq�3.5�104 with a
discrepancy 1–2% relative to the results of White �13�, CD=0.74,
for a circular tube.

In Figs. 2�a� and 2�b�, the positive and negative values on the
abscissa indicate the measured distance along the upper and lower
parts of the cylinder surface, respectively. In Fig. 2�a�, the trend of

ined tube results in cross-flows

Remarks

06�Nuellip /Nucir�1.67 for 0	�	90 deg
12�CD�1.8 for 0 deg���90 deg, Re=4.8�104

rlenti /Percir�1.2
D�lenti / �CD�cir�0.3a

D�ellip / �CD�cir�0.05

�St /CD�aerof / �St /CD�cir,ellip and lenti�1

8� �CD�ellip / �CD�cir�0.9

optimal arrangement:

llip / q̇cir�1.19

tear /
lenti.and ellip�1
ellip /
cir�1 for Bi�0.3b

para / Ḋcir�0.25c

Ppara /�Pcir�0.6

05�Nucam /Nucir�1.08 at �=90 deg and 270 deg
87�Nucam /Nucir�0.92 at �=30 deg and 180 deg
t /CD�cam�0.01 at 30 deg���150 deg
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curves is similar for three values of l /Deq=0.4, 0.8, and 1.1 and
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he discrepancy among them is limited in the range of −0.5
S /Deq�0.5. This treatment will intensively continue in Fig.

�b� for 270 deg. For �=0 deg at l /Deq=0.4, the flow separates at
bout S /Deq= �0.75 and the pressure inside the separated flow
egion is constant. At l /Deq=0.8 and 1.1 these points are at about
/Deq= �0.85 and �0.5 and reattach onto the surface at about
/Deq=1.3 and 0.8, respectively. Then, the turbulent boundary

ayer develops downstream. Such a feature of pressure distribu-
ion around the surface causes to decrease the drag. As a result,
he trend of the pressure coefficient is nearly similar to the one
roduced by the perfect fluid theory around a circular tube. By
ncreasing more the angle of attack from �=0 deg to 270 deg, the

aximum pressure coefficient shifts toward the positive values of
he abscissa �Fig. 2�b��.

In Fig. 3, the shape of all curves is almost the same and re-
eated every other 150 deg so that the overall relation between
ariables can be expressed by the least-squares curve fitting
ethod as:

CD = A + B sin�C�� �1�

here A, B, and C are constants and their values are about 0.76,
0.42, and 2.4, respectively. In this figure the average drag coef-
cient of the cam-shaped tube with l /Deq=0.4 and a circular cyl-

nder �12� with the same circumference length of the cam-shaped
ube have been compared. The maximum and minimum values of
he average drag coefficient are about CD=0.9 and CD=0.4, re-
pectively, and their occurrences are at different angles. The rea-
on could be explained by external flow configuration, which in-
olves the cam-shaped cylinder in cross-flow where the cylinder
s under the angles of �=30 deg, 90 deg, 180 deg, 270 deg, and
30 deg. At �=180 deg under 2�104�Re�3.3�104, the lami-
ar boundary layer is formed over the most part of the tube sur-

ig. 2 „a… Pressure coefficient for three different l /Deq and
eynolds number for �=0 deg and „b… pressure coefficient for

hree different l /Deq and Reynolds number for �=270 deg
ace and separation is delayed, thereby reducing the extent of the

ournal of Heat Transfer
wake region and the magnitude of the form drag. In other words,
the pressure differential in the flow direction resulting from the
formation of the wake is low compared with the boundary layer
surface shear stress and causes a low pressure drag coefficient.

Figure 4 shows the effect of slenderness of the cam-shaped tube
on the pressure drag coefficient against the angles of attack. It
appears that the discrepancy of the drag coefficient between the
cam-shaped tube and an equivalent circular tube increases mono-
tonically as l /Deq increases. For l /Deq=1.1, the drag coefficient
has a minimum value of CD=0.1 at �=0 deg and 180 deg.

Figure 5 represents the average Nusselt number around the cir-
cumference of the cam-shaped tube to the counterpart value in a
circular tube with the same equivalent diameter. It is clear that the
symmetry of the average Nusselt number distribution on the
whole surface is approximately satisfactory for any Reynolds
number at �=180 deg. The maximum values of 1.05 and 1.08
occur at �=90 deg and 270 deg, respectively. The minimum
value of 0.87 occurs at �=180 deg like the pressure drag coeffi-
cient in Fig. 3. The ratio of Nucam /Nucir over 0 deg	�
	360 deg may be equal or even less than 1 when the Reynolds
number is below the critical one. This is probably due to a large
wake formation below the critical Reynolds numbers over a large
region of the cam-shaped tube. The critical Reynolds number is
defined as a value over which Nucam /Nucir�1 and below which
Nucam /Nucir	1 for a certain value of the attack angle �here �
=270 deg�.

Fig. 3 Pressure drag coefficient of a cam-shaped and circular
tubes versus angle of attack

Fig. 4 Length to diameter ratio effects on the pressure drag

coefficient of a cam-shaped tube

DECEMBER 2008, Vol. 130 / 124503-3
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Conclusions
This paper tries to experimentally demonstrate the advantage of

sing tubes with cam-shaped cross section in heat exchangers.
he primary advantages of such a choice are reduced pressure
rag and increased heat transfer coefficient.

The results show that the trends of the pressure drag coefficient
nd Nusselt number versus angle of attack have wavy shapes for
ll Reynolds numbers and repeated about every other 150 deg. For
/Deq=0.4 over the whole range of the Reynolds number, the
ressure drag coefficient has a minimum value of about CD=0.4 at
=30 deg, 180 deg, and 330 deg and a maximum value of about
D=0.9 at �=90 deg and 270 deg. The corresponding value of

he mean Nusselt number to that of the equivalent circular tube is
.05�Nucam /Nucir�1.08 at �=90 deg and 270 deg as well as
.87�Nucam /Nucir�0.92 at �=30 deg and 180 deg.

omenclature
A, B, C � constants

Bi � Biot number, hD /kw
CD � pressure drag coefficient
Cp � pressure coefficient, �Pi− P�� /2U�

2

d � small diameter
D � large diameter
g � gravity

Gr � Grashof number, g��TDeq
3 /��

h � heat transfer coefficient
L � cylinder length

Nu � Nusselt number, hD /k
P � pressure, circumferential length

Re � Reynolds number,U D /�

ig. 5 The average Nusselt number ratio of the cam-shaped
ube to an equivalent circular tube
�

24503-4 / Vol. 130, DECEMBER 2008
S � streamline coordinate
St � Stanton number, h /CpU�

T � temperature
U � velocity

Greek Letters
� � angle of attack, thermal diffusivity
� � expansion coefficient
� � difference
 � density
� � kinematic viscosity
� � hole angle

Superscript
- � mean

Subscripts
cam � cam-shaped tube

cir � circular tube
elip � elliptic tube

eq � equivalent
i � hole number, inlet
o � outlet
w � wall, water
� � freestream
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eat Transfer in Mini/Microchannels
ith Combustion: A Simple

nalysis for Application in
onintrusive IR Diagnostics

nanthanarayanan Veeraragavan

hristopher P. Cadou1
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ollege Park, MD 20742

n analytical solution for the temperature distribution in 2D
aminar reacting flow between closely spaced parallel plates is
erived as part of a larger effort to develop a nonintrusive tech-
ique for measuring gas temperature distributions in millimeter
nd submillimeter scale channel flows. The results show that the
xact solution, a Fourier series, which is a function of the Peclet
umber, is approximated by second and fourth order polynomial
ts to an R2 value of almost unity for both fits. The slopes of the
emperature near the wall (heat fluxes) are captured to within
0% of the exact solution using a second order polynomial and to
ithin 2% of the exact solution using a fourth order polynomial.
he fits are used in a nonintrusive Fourier transform infrared
pectroscopy technique and enable one to infer the temperature
istribution along an absorbing gas column from the measured
bsorption spectrum. The technique is demonstrated in a silicon-
alled microcombustor. �DOI: 10.1115/1.2969760�

eywords: microscale combustion, temperature profiles, forced
onvective heat transfer, combustion diagnostics, in situ FTIR
pectroscopy

ntroduction
Interest in the development of miniaturized heat engines as bat-

ery replacements in handheld electronic devices �1,2� and as pro-
ulsion systems for micro-air vehicles �MAVs� �3� has motivated
ew investigations of heat transfer in small �millimeter and sub-
illimeter scales� channels driven by exothermic chemical reac-

ion in the gas phase. Analytical and numerical modeling efforts
4� have shown that temperature gradients are present and are
mportant for understanding flame stabilization and quantifying
hermal losses. However, the small scale has made it impossible to
onfirm these findings experimentally using conventional instru-
entation. Recently, a technique that exploits silicon’s transmis-

ivity in the IR was used to make nonintrusive measurements of
pecies concentration and temperature profiles in microcombus-
ors �5�. In this work, the average gas temperature across the chan-
el was determined by fitting a narrowband spectral model
EM2C� �6� to measure CO2 absorption spectra. This technique
an be extended to yield the temperature distribution along the
hannel provided that the functional form of the temperature dis-
ribution is known. Therefore, the objectives of this work are to
evelop an analytical solution for the transverse temperature pro-
le in a laminar reacting flow between two parallel plates, to

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 19, 2007; final manuscript received
une 23, 2008; published online September 23, 2008. Review conducted by Walter

. Yuen.
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identify the functional form of the gas temperature distribution
across the channel �i.e., in a direction perpendicular to the stream-
lines�, to use this to infer the temperature profile across the chan-
nel from integrated absorption measurements in a real combustor,
and to quantify the level of uncertainty introduced into the tem-
perature measurement when the functional form of the tempera-
ture distribution across the channel is assumed a priori. To accom-
plish this, we treat this problem as an extension of the classical
Graetzian problem �7�, which is based on an energy balance be-
tween convective transport in the axial direction and heat conduc-
tion in the transverse direction. This problem has been extended in
various ways over the years, but the extensions most pertinent to
this work incorporate axial conduction in the gas �8,9�.

1 Determination of the Temperature Profile Func-
tional Form

1.1 Physical Formulation. The starting point for this analysis
is the schematic of the simple microscale combustor illustrated in
Fig. 1 that has been used to develop the nonintrusive diagnostic
technique. It consists of two parallel plates separated by a distance
2d and a plenum from which premixed fuel and air enter the flow
channel. The origin for the model problem is located at the flame
front, and the flame is assumed to be far enough downstream in
the channel that the plenum does not need to be considered. The
boundary conditions are prescribed in the form of temperature
values at the ends of the pre- and postflame regions.

1.2 Mathematical Formulation and Solution. The govern-
ing equation is the conservation of energy, which is given in a
nondimensional form by Eq. �1�.

Pe
��

�x+ =
�2�

�x+2 +
�2�

�y+2 �1�

The nondimensionalization is summarized below:

� =
T − Tw

Tf − Tw
, x+ =

x

d
, y+ =

y

d
�2�

Pe = Re Pr = �Ud

�
�� �

�
� = ��UdCp

k
� �3�

In these equations, Tw is the wall temperature, Tf is the adiabatic
flame temperature, d is the channel half width, Re is the Reynolds
number, Pr is the Prandtl number, and Pe is the Peclet number,
which is the ratio of convective to conductive heat transfer. The
Pe number arises as a natural consequence of the
nondimensionalization.

The boundary conditions in the transverse and axial directions
are given in Eq. �4�. The transverse boundary conditions arise
from the planar symmetry and isothermal walls while the axial
boundary conditions are that the flow temperature equals the wall
temperature at the inlet and outlet.

��− �,y+� = 0,

��0,y+� = 1,

���,y+� = 0,

� ��

�y+�
y+=0

= 0, ��x+,1� = 0 �4�

Equation �1� is solved using separation of variables leading to
eigenfunction solutions of the form:

��xpreflame
+ ,y+� = �

n=0

�

An exp�Pe + 	Pe2 + 4�n
2

2
xpreflame

+ �cos��ny+�
�5�
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��xpostflame
+ ,y+� = �

n=0

�

Bn exp�Pe − 	Pe2 + 4�n
2

2
xpostflame

+ �cos��ny+�

�6�
he eigenvalues and coefficients are given, respectively, by

�n =
2n + 1

2
�

nd

An = Bn = 2

0

1

cos��ny+�dy = 2
�− 1�n

�n
�7�

more detailed discussion of the solution procedure and graphi-
al representation of plots involving � for large and low Pe limits
an be found elsewhere �10�.

The exponential behavior of the solution in the pre- and post-
ame regions is consistent with one-dimensional time-dependent
olutions of the coupled energy and species equations �11� and
ith steady two-dimensional asymptotic solutions of the coupled

nergy and species equations �4�. Equations �6� and �7� approach
ero as x→ �� for the pre- and postflame regions as well as
hen y+ equals 1. The constants An and Bn are evaluated using the
oundary condition at the flame front ��=1 at x+=0�. Computing
he mean value of � across the channel gives the following 1D
xpressions for temperature in the pre- and postflame regions.

�m =��
n=0

�
2

�n
2 exp�Pe + 	Pe2 + 4�n

2

2
x+� , x+ 	 0 �preflame�

�
n=0

�
2

�n
2 exp�Pe − 	Pe2 + 4�n

2

2
x+� , x+ 
 0 �postflame� �

�8�

1.2.1 Large and Small Pe Number Limits. When the Peclet
umber is large, heat transfer in the transverse direction is less
mportant than in the axial direction and two-dimensional effects
ecome less important. This can also be shown explicitly by tak-
ng the limit of Eq. �8� as Pe��n. It can be shown �using Parse-
al’s equality condition �12�� that this simplifies to

�m = exp�Pe x+� , x+ 	 0 �preflame�
1, x+ 
 0 �postflame� � �9�

quation �9� is identical to previous 1D solutions for freely propa-
ating flames �13� where heat conduction in the transverse direc-

ig. 1 Schematic of a microburner illustrating the domain as-
ociated with the analytical model
ion is neglected and the gas temperature is fixed by a balance

24504-2 / Vol. 130, DECEMBER 2008
between convective and conductive heat transports in the axial
direction. Therefore, the 2D solution presented here is identical to
the 1D solution in the limit of a large Pe. Similarly it can be
shown that for very low Pe numbers:

�m = �
2

�2 exp��x+

2
���e�x+

,2,
1

2
� , x+ 	 0 �preflame�

2

�2 exp�−
�x+

2
���e−�x+

,2,
1

2
� , x+ 
 0 �postflame� �

�10�

where � is the “Lerch transcendent” �14� defined as follows:

��z,s,a� = �
k=0

�
zk

�a + k�s �11�

Equation �11� shows that if the Peclet number is low enough
�compared to the first eigenvalue �1�, then the solution is indepen-
dent of the Peclet number. Physically, this implies that the con-
vective transport term in the energy equation is negligible com-
pared to the axial and lateral conduction terms and the problem
reduces to a balance between the heat conducted inside the gas
and the heat conducted to �or from� the wall. Mathematically, the
problem reduces to Laplace’s equation.

1.3 Transverse Temperature Profiles. The analytical solu-
tion obtained above is compared to polynomial expansions in the
vertical coordinate y that are often associated with solutions to
problems with simple boundary conditions such as constant wall
temperature or constant heat flux:

T�y� = A0 + A1y + A2y2 + ¯ + Anyn �12�
Figure 2 shows the temperature profiles at four axial locations for
Pe=�. The value � was chosen as it is the average of the first and
second eigenvalues �usually the most significant� of the problem.
The overall maximum mean deviations in temperature profiles
between the model and the fit were found to be less than 4% for a
second order fit and less than 0.5% for a fourth order fit. The slope
at the wall �used to estimate heat exchange between wall and gas�
was matched less accurately by the second order profile ��20%
error� as compared to the fourth order profile ��2%�. The Y�y+�
function is a cosine function and therefore only involves even
powers of y+. Hence, polynomials with even powers are appropri-
ate as fits, and the higher the order, the better the fit. However, the

Fig. 2 Comparison of transverse temperature profiles at dif-
ferent axial locations computed from the exact solution „solid
lines… and from polynomial fits „symbols… for Pe=�
fourth order polynomial is already an excellent fit. Since the re-
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ults were found to be invariant with Pe number, the fitting pro-
edure appears to be valid.

Application to Diagnostic Technique

2.1 Experimental Apparatus. The simulated microcombus-
or consists of two silicon plates attached to movable supports
hich allow the gap between the plates to be adjusted from
00 �m to 50 mm. Detailed descriptions of the burner may be
ound in Refs. �5,10�. Premixed methane and air are supplied to
he plenum below the plates. The mixture is lit and a laminar
ame is stabilized between the two plates initially by using a heat
un to heat the walls �silicon plates� of the combustor and then
emoving the heat gun.

Absorbance spectra of the flow between the plates are acquired
sing a Fourier transform infrared �FTIR� spectrometer and the
xternal optical setup shown in Fig. 3. The IR beam exits the
TIR and is focused at a point midway between the silicon plates
sing an off axis parabolic mirror. A mask increases the spatial
esolution of the measurement to 1 mm in the flow direction. The
R beam passes through the silicon walls �which are partially
ransmissive in the mid-IR region�, is absorbed partially by spe-
ies like CO2 and CH4 depending on whether we are interrogating
he preflame or postflame regions, and is directed to the FTIR’s

CTA* �mercury cadmium telluride A� detector using a second
arabolic mirror. More detailed descriptions of the apparatus and
he measurement procedures are available elsewhere �5,15�.

2.2 Temperature Fitting Procedure. Gas temperature is de-
ermined by fitting the measured CO2 absorption band to a statis-
ical narrowband model �EM2C� �16� of the CO2 band that is a
unction of temperature and concentration of CO2. This has been
hown to be the most accurate method for measuring gas tempera-
ure from absorption spectra �6�. Previous work assumed that the
as between the plates was at a single temperature and therefore
sed the gas temperature directly as the single fitting parameter. In
his work, the coefficients of the polynomials used to represent the
emperature profile become the fitting parameters. The fitting pro-
edure uses a least-squares approach to minimize the difference
etween the measured and modeled absorption spectra. It is
mplemented using MATLAB’s “lsqcurve” function.

2.2.1 Second Order Profile. Equation �13� shows the func-
ional form of a second order temperature profile.

T�y� = a2y2 + b2y + c2 �13�

n this expression, y varies from zero to 2d, the channel width

ig. 3 Photograph illustrating optical path for the absorption
easurements
2.15 mm in this experiment�. Since the combustor is symmetric,

ournal of Heat Transfer
it is reasonable to assume that the temperature profile is symmet-
ric as well. In this case, it can be shown that

b2 = − �2d�a2 �14�

Therefore, only two free parameters �a2 and c2� need to be ad-
justed in order to achieve the fit.

2.2.2 Fourth Order Profile. Equation �15� shows the func-
tional form of a fourth order temperature profile:

T�y� = a4y4 + b4y3 + c4y2 + d4y + e4 �15�
Again, symmetry conditions lead to the following relationships
between the coefficients:

b4 =
− �2dc4 + d4�

2d2

and

a4 =
�2dc4 + d4�

�2d�3 �16�

Therefore, only three free parameters �c4, d4, and e4� need to be
adjusted in order to achieve the fit. However, the presence of the
additional parameter makes achieving a good fit considerably
more difficult than the second order case.

2.3 Uncertainty Estimation. The uncertainty in the measure-
ment technique is estimated using the same methods developed in
earlier work �5� except that the temperature profile is now in-
cluded. The derivation is presented in the Appendix.

2.4 Experimental Results. Figure 4 shows a series of tem-
perature measurements made over optical paths spaced at different
downstream locations along the burner axis. These have been as-
sembled to generate a 2D picture of the temperature distribution in
the channel. The figure shows cool reactants entering the channel
from the left and increasing in temperature slowly until they en-
counter the flame. The peak temperature occurs at the flame �lo-
cated 20 mm from the inlet� and the products cool downstream of
the flame as they lose heat to the channel walls. While uncertainty
information is available at every point in the mesh, a single set of
representative error bars is presented at the peak temperature in
order to make the figure clearer.

Conclusions and Future Work
A simple model has been developed for gas-structure heat

transfer in small channels where a combustion wave is present.
Exact analytical solutions are obtained for the nondimensional

Fig. 4 Measured transverse temperature profiles at different
axial positions in the channel
temperature ��� in terms of the nondimensional spatial coordinates
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nd the Peclet number. The results show that the solution ap-
roaches the one-dimensional solution in the limit of large Peclet
umbers. Since the Peclet number is directly proportional to the
ize of the channel, this result indicates that two-dimensional ef-
ects should not be expected to play a strong role in macroscale
hannel flows. In the limit of small Peclet numbers, however,
wo-dimensional effects become dominant. While the exact solu-
ion for the temperature profile across the channel is a Fourier
eries, it is well approximated using either second or fourth order
olynomials. This result enables one to make nonintrusive mea-
urements of the two-dimensional temperature distribution in the
as by assembling a series of line-of-sight absorption measure-
ents made at different downstream locations from the flame.
uture work will couple this technique with measurements of the
all temperature to provide direct measurements of heat recircu-

ation in microcombustors.

omenclature
d  channel half width
h  heat transfer coefficient
k  thermal conductivity of gas
x  dimensional axial coordinate

x+  nondimensional axial coordinate
y  dimensional transverse coordinate

y+  nondimensional transverse coordinate
Cp  specific heat capacity of gas
Nu  Nusselt number
Pe  Peclet number
Pr  Prandtl number
Re  Reynolds number

T  temperature
TF  flame temperature
TW  wall temperature
U  flow velocity
�  thermal diffusivity of gas

�n  eigenvalue
�  nondimensional temperature
�  density of gas
�  kinematic viscosity of gas

ppendix
Determining the uncertainty in the fitted temperature begins by

onsidering the residual Rsq from the temperature fitting proce-
ure. The uncertainty analysis presented here has been presented
n detail in a previous paper by the authors �5�, so the focus here
ill be on the incorporation of the temperature profile. The refer-

nce shows that Rsq of the difference between the absorbance
easured by the instrument and that predicted by the EM2C pro-

ram may be represented as:

Rsq = �
i=1

N ��rms � �� �f i

�T
�

X

�T +� �f i

�X
�

T

�X��2

�A1�

here i is the ith spectral location, f is the EM2C function used to
ompute the absorbance as a function of gas temperature and con-
entration, and �X is the uncertainty in the gas mole fraction. The
atter is treated as a known uncertainty in this analysis. The solu-
ion, derived from solving Eq. �A1� �5�, is

�T =

�
i=1

N

�i�i ���
i=1

N

�i�i�2

− ��
i=1

N

�i
2���

i=1

N

�i
2 − Rsq��1/2

�
i=1

N

�i
2

�A2�
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where � and � are constants that can be computed using �rms, f ,
and �X.

�i = �rms −� �f i

�X
�

T

�X �A3�

and

�i,j =� �f i

�Tj
�

X

�A4�

There are two solutions to Eq. �A2� and the larger is taken as the
uncertainty in the temperature. The effect of the temperature pro-
file choice is incorporated as follows: For a second order tempera-
ture profile, we have:

T�yj� = a2yj
2 + b2yj + c2 �A5�

and

�j = 1:m�, yj =
w�j − 1�

m − 1

f = f�a2,c2,m,X� �A6�

where m is the total number of discretizations adopted to fit the
temperature profile between the two plates and w is the channel
width. In the context of this paper, w corresponds to the channel
width 2d in the analytical model. Therefore, �i,j can be expressed
as:

�i,j =� �f i

�Tj
�

X

=� �f i

�a2
�

X

�a2

�Tj
+� �f i

�c2
�

X

�c2

�Tj
+� �f i

�m
�

X

�m

�Tj
�A7�

The index i represents the wave number space over which the
absorbance spectrum is collected, and the index j represents the
location in the channel between the two plates at which the un-
certainty is being computed. Direct differentiation of Eq. �A5�
gives

�Tj

�a2
= �yj

2 − wyj� �A8�

�Tj

�c2
= 1 �A9�

�Tj

�m
= a2�2yj − w�

�yj

�m
= − a2�2yj − w�

�j − 1�w
�m − 1�2 �A10�

Substituting Eqs. �A8�–�A10� in Eq. �A7� and then into Eq. �A2�
gives the uncertainty in temperature at different locations in the
channel while accounting for the choice of the fitted temperature
profile. The same procedure is applied for a fourth order fitting.
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lectronic Equipment Using
adial Fans and Heat Sinks
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imerick, Ireland

here is an increasing need for low profile thermal management
olutions for applications in the range of 5–10 W, targeted at
ortable electronic devices. This need is emerging due to en-
anced power dissipation levels in portable electronics, such as
obile phones, portable gaming machines, and ultraportable per-

onal computers. This work focuses on the optimization of such a
olution within the constraints of the profile and footprint area. A
umber of fan geometries have been investigated where both the
nlet and exit rotor angles are varied relative to the heat conduct-
ng fins on a heat sink. The ratio of the fan diameter to the heat
ink fin length was also varied. The objective was to determine the
ptimal solution from a thermal management perspective within
he defined constraints. The results show a good thermal perfor-
ance and highlight the need to develop the heat sink and fan as
n integrated thermal solution rather than in isolation as is the
raditional methodology. An interesting finding is that the heat
ransfer scales are in line with turbulent rather than laminar cor-
elations despite the low Reynolds number. It is also found that
hile increasing the pumping power generally improves the ther-
al performance, only small gains are achieved for relatively

arge pumping power increases. This is important in optimizing
ortable systems where reduced power consumption is a competi-
ive advantage in the marketplace. �DOI: 10.1115/1.2977602�

eywords: electronics cooling, low profile, portable electronics,
adial fans and heat sinks, thermal management

ntroduction
Performance and profile, or height, are two features that give

ompanies a competitive advantage in the continuingly expanding
ortable electronics industry. Both of these features result in in-
reased heat flux densities within electronic devices. It is gener-
lly accepted that unless technologies are developed to remove
his heat at acceptable temperatures the future development of

obile technologies will suffer from both reliability and high sur-
ace temperatures. Using current passive cooling methodologies,
hich ultimately must rely on some form of natural convection,
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conduction, and radiation from the device surface to dissipate the
heat, thermal management issues may become the primary con-
straint to the full implementation of advanced technologies. This
is due to the high heat flux densities that will be required in
portable electronic devices currently under development.

The thermal design of an electronic system is performed so that
the system operates at a sufficiently low temperature to allow
acceptable levels of reliability and performance. The choice of
cooling methodology used to maintain this temperature varies
from system to system and is dependent on a number of factors,
which include the level of heat to be dissipated, the operating
environment, the maximum allowable component temperatures,
the available space, the cost, and the maintenance required. A
fundamental challenge in the portable marketplace is the con-
sumer demand for low profile devices. In desktop computers large
scale heat sinks and fans may be used directly on the heat gener-
ating components as space is not a major concern, although it is
becoming increasingly important. This technique can result in
relatively high heat transfer coefficients from the chip surface,
particularly if a fan is assembled with a heat sink and mounted on
the heat source. Much work has been done in recent years to
characterize and optimize the performance of fanned heat sinks
�1–3�. However, these works have focused on large scale applica-
tions, with no effort to date focused on scales appropriate to hand-
held electronic devices. For low profile scales the design of cool-
ing solutions becomes more difficult and new ideas and
approaches should be considered. Examples of technologies under
development for the thermal management of portable electronic
devices are phase change materials �4�, microheat pipes �5�, and
high conductivity materials. The focus of these technologies is on
the heat spreading and transport within a device rather than the
active removal of heat from the device. For example, the phase
change materials store heat to be dissipated over time, while heat
pipes and high conductivity materials only provide paths of re-
duced thermal resistance to the flow of heat within devices.
Hence, heat is ultimately removed by passive techniques.

The use of forced convection technologies potentially inte-
grated within low profile portable electronics has received much
less attention despite the potential for higher heat flux densities
and the potential compatibility with many of the existing heat
spreading methodologies. When the advantages and disadvantages
of the technologies discussed above are considered, forced con-
vection air cooling may become a necessary part of the thermal
management of future handheld devices to accommodate in-
creased power dissipation levels. Integrated fans and heat sinks
are relatively easy to implement, as they require no special pack-
aging considerations. Air, the heat removal medium, is abundantly
available, and is noncorrosive to the cooled equipment. Some
studies have addressed piezoelectric based fans �6,7� but their low
flow rate combined with the requirement for high voltages makes
them unlikely competitors in the portable electronics marketplace.
Recently, studies addressing the aerodynamic effects of geometri-
cal scaling in both axial fans �8� and radial fans �9� have resulted
in the development of low profile rotary fans for potential use in
electronic cooling applications. The acoustics in such applications
is also critical, and work by the same authors has demonstrated
the limits to which existing scaling laws can be applied �10�.

This paper addresses the integration of radial fans with heat
sinks suitable to low profile portable electronics. The total thermal
solution has a maximum height of 7 mm. A heat sink design with
shaped fins was manufactured and tested, with features essentially
scaled down from conventional macroscale heat sinks while also
considering state of the art design philosophies �11�. It is shown
that in low profile applications there is a need to consider the
integrated heat sink and fan design as a complete thermal solution
rather than in isolation as was also concluded by Walsh and
Grimes �12� when addressing a single fan design with two heat
sink geometries. The effect of the rotor inlet and exit angles rela-

tive to heat sink fin angles is shown to be important in achieving

DECEMBER 2008, Vol. 130 / 125001-108 by ASME
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n efficient design, with a low incidence angle at the blade inlet
nd fin inlet providing the best thermal and aerodynamic perfor-
ance. The effect of reducing the heat sink fin length with in-

reasing the rotor diameter is investigated. It is found that the
arge pumping power due to the increased rotor diameter has a

inimal impact on thermal resistance. Thereby highlighting the
mportance to resist the designers’ desire to overcool handheld
evices where power consumption is critical. It was found that the
caling parameters showed good agreement with classical turbu-
ent laws rather than laminar ones despite a Reynolds number of
ess than 1000. Finally, it was found that the design of the inlet
enting for the implementation of this thermal solution in portable
lectronics needs consideration from a thermal perspective.

eat Sink and Fan Design
Two heat sink configurations were experimentally tested by
alsh and Grimes �12�, where they found that the configuration
ith the nonradial fins outperformed the radial finned heat sink
hen a single rotor was operated as both forward and backward

urved over a range of rotational speeds. They noted the improve-
ent to be between 10% and 20% over the speed range of

000–15,000 rpm. The current investigation builds on that work
nd focuses only on the tangential finned heat sink design. The
nvestigation aims to examine a number of geometric parameters
ncluding the fan exit angle relative to the heat sink angle, rotor
iameter, rotor blade designs and heat conducting fin lengths. Fig-
re 1 shows representative velocity triangles at the inlet and exit
rom the rotor for various configurations considered in this work.
hese are not to scale and are used to aid understanding and
xplanation only. From this figure the various cases can be con-
idered in terms of the angle of incidence of the fan inlet relative
elocity vector V1� on the fan blade leading edge and the angle of
ncidence fan outlet absolute velocity vector V2b� on the heat sink
n leading edge. These two angles are labeled �ib and �if, respec-

ively, in the velocity triangles in Figs. 2�a�–2�d�. By changing the
otational direction of a given rotor design, the fan inlet incidence

Fig. 1 Inlet and exit velocity triangles of tested configurations
employed, the arrow over thick arrows represent the rotation
not to scale and for visualization purposes only.
ngle, �ib, is varied as illustrated in Fig. 1. Table 1 illustrates the

25001-2 / Vol. 130, DECEMBER 2008
resultant types of flow relative to the inlet and exit angles. Optima
for each configuration were investigated by varying the exit flow
angle while maintaining the inlet flow angle constant. This re-
quired the manufacture of new rotors for each test angle and the
results for the eight rotor designs are presented in this paper. The
two key features examined for each angle are the effects of the fan
inlet incidence �ib and the effect of the blade angle �2, and hence
flow exit angle, causing an impingement on the heat transfer fins
�large �if� or a relatively unobstructed flow due to the exit flow
angle matching that of the heat transfer fins �small �if�. Intuitively,
one would expect that large values of �ib would result in the
separation of flow at the blade leading edge, and hence a poor
aerodynamic efficiency of the fan, and while one might expect a
large value of �if to cause the separation at the inlet to the heat
sink flow passages, it might also be expected that it would bring

r the indicated blade in each image of the heat sink and rotors
irection in each case. N.B. Pictures or velocity triangles are

Fig. 2 Picture of experimental setup, this setup was placed
fo
al d
within an enclosure for all results presented in this paper
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bout impingement levels of cooling, which could offset the nega-
ive aerodynamic consequences of the separation. So while con-
gurations such as D were not expected to perform well, they are

ncluded as the flow field is complex, and at this low profile scale
nexpected results may have emerged. For the part of this work
here the flow angles and rotor angles were varied, the thickness
f all fins was 0.5 mm, with fin lengths of 3.5 mm and 13.5 mm
or the small and large scale fins, respectively, with an integrated
5 mm rotor.

In addition to varying the exit angle and relative flow angles, it
s particularly interesting to consider the effect of the fin length
nd rotor diameter for the constant overall volume of the solution.
or this section of the work the same heat sink was milled to fins
tarting at internal diameters of 16 mm, 25 mm, and 33 mm. Five
otors were manufactured with a constant height and diameters of
5 mm, 20 mm, 24 mm, 30 mm, and 32 mm. The rotor blade
esign was the one with the optimum thermal performance eluci-
ated from the test cases in Table 1. The speed was monitored
sing an optical tachometer. The full set of experiments presented
n this paper is detailed in Table 2.

Thermal Resistance Measurements. An annulus shaped thin
lm heater, available from Minco, was attached to the lower sur-
aces of each prototype to provide the heat source. The heater is
upplied with a pressure sensitive acrylic adhesive of a thickness
f 50 �m. This thermal barrier does not influence the experiment
s the temperature measurement was on the heat sink surface,
eflecting the focus on the heat sink design rather than on the
ackage design. The experimental setup is illustrated in Figs. 2
nd 3, where the thermal management solution represents the in-
egrated fan and heat sink solutions. Flow enters axially and exits
n a radial direction. An enclosure is necessary to isolate the mea-
urement from any airflow in the larger room. The enclosure vol-
me is several thousand times greater that of the thermal solution
nd hence its effect on the result is negligible. Thermocouples
ere set into drilled holes on the upper and lower surfaces of the
eat sink, and its back was filled with epoxy. Such care is neces-
ary when using standard thermocouples. For some tests miniature
hermocouples were simply attached to the surface using an adhe-
ive tape. This approach is sufficient when using miniature ther-
ocouples with the two measurement approaches showing no
easurable differences. A thermal paste was used to thermally

Table 1 Summary of flow configur

ase Inlet flow angle design

Large fan inlet incidence angle, �ib

Small fan inlet incidence angle, �ib

Small fan inlet incidence angle, �ib

Large fan inlet incidence angle, �ib

Table 2 Range of experimental

an diameter �mm� 15 20

S inner
iameter �mm�

16 25 33 16 25 33 16

�rpm� 1500 � �
3000 � �
4500 � �
6000 � �
7500 �a � � � �

Note that for this operating condition, the blade angle of the fan was varied from 90

ifferent configurations, as described in Table 1.

ournal of Heat Transfer
connect the top plate to the heated heat sink by initially pressur-
izing the plate and then allowing its own weight to hold it in
place. Good temperature uniformity was achieved with a maxi-
mum difference of 4°C between the base and top of the heat sink
at the lowest measured thermal resistance due to the reduced ther-
mal contact area and the increased heat transfer coefficient. The
temperature from the base of the heat sink, located no more than
3 mm from the heater was used in the results that follow, and
hence the nonuniformity did not have a significant influence on
the results. A third thermocouple was used to measure the ambient
air temperature inside the enclosure. The measured voltage and
current to the Minco thin film heaters were recorded and used to
calculate the heat flux of the integrated fan and heat sink solu-
tions. From these measurements, and the wetted surface area, the
thermal performance of the solution can be presented in terms of
the thermal resistance and Nusselt number given by

Rth =
Tw − Tamb

Qmeasured
�1�

Nu =
hH

k
h =

1

RthA
�2�

The thermal resistance is a measure of the temperature increase
per unit power dissipated in a device and is the quantity used to
describe the heat sink performance.

Flow Rate Measurements. The flow rates through the heat
sinks were measured using the measurement facility illustrated in
Fig. 4, which shows a schematic of the full facility �left� and the
configuration of the heat sink �right�. Air enters the test facility
through the orifice plate. The flow rate was calculated from the
measured pressure drop across the orifice plate. The relationship
between the flow rate and pressure drop was previously calibrated
by Hanly et al. �9�. The air then passes through the pipe section
and then through the straightening vanes to remove swirl. The air
then passed through the auxiliary fan, which is used to overcome
the pressure loss of the facility and to provide atmospheric inlet
pressure conditions to the heat sink. Flow then passes through
another set of straightening vanes. Once the air passed the second
straightening vane it entered the fan inlet chamber. Three settling
plates ensured uniform velocity in the air passing the fan inlet

ns tested for each exit flow angle

Interaction with fins at the exit

Small heat sink inlet incidence angle, �if

Small heat sink inlet incidence angle, �if

Large heat sink inlet incidence angle, �if, and therefore
impingement on fins
Large heat sink inlet incidence angle, �if, and therefore
impingement on fins

rameters experimentally tested

4 28 30 32

5 33 16 25 33 16 25 33 16 25 33

� � � �
� � � �
� � � �
� � � �

� � � � �

to 170 deg to determine the optimum blade angle, and the fan was operated in four
atio
pa

2

2

deg
DECEMBER 2008, Vol. 130 / 125001-3
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appings. The differential static pressure across the heat sink was
easured using these tappings. The fan and heat sink assembly to

e tested were mounted on the fan fixture plate labeled 13 in Fig.
. Three similar facilities are available, with different ranges of
ow rate and pressure drop capabilities. For reference the flow
ate for the 28 mm fan at 7500 rpm is 7.6�10−4 m3 /s.

Uncertainty Analysis. The uncertainty in the measurement of
ressure, voltage, current, and temperature were estimated to be
.5 Pa, 0.01 V, 0.01 A, and 0.5 K, respectively. Using these val-
es the uncertainty in thermal resistance and relative volumetric
ow rates were calculated using the method of Kline and McClin-

ock �13�. This method uses Eq. �3� to determine the uncertainty in
given variable above and below the actual calculated value,
here the uncertainty of the independent variables is known.

WE =�� �E

�x1
W1�2

+ � �E

�x2
W2�2

+ ¯ + � �E

�xn
Wn�2

�3�

The maximum uncertainty in the thermal resistance was less
han 5% but was typically 3%. The uncertainty in thermal resis-
ance was reduced when necessary by controlling the input power
o the heater to ensure that all measurement had a heat sink base
emperature of at least 20°C above ambient. The uncertainty in
he relative volumetric flow rate was estimated to be 5%. How-
ver, the absolute error in the volumetric flow rate was substan-
ially higher than the relative value with the calibration curve for

ig. 3 Schematic of the experimental setup for thermal resis-
ance measurements

Fig. 4 „Left… Flow rate measurement facility for

sure the flow rate

25001-4 / Vol. 130, DECEMBER 2008
the utilized orifice plate having a scatter of up to 10%, Quin �14�.
The tachometer had a resolution of 1 rpm, but during experimen-
tation the uncertainty in rotation speed was estimated to be ap-
proximately 50 rpm as fluctuations were observed in the measure-
ment close to this level over the duration of the tests.

Inlet Venting for Implementation Within Portable De-
vices

It is anticipated that the proposed solution would draw air di-
rectly from the environment, but this air flow would not make
direct contact with the electronic components. The heat would be
transported to the heat transfer surfaces through conduction within
the portable device. However, the exact embodiment of such a
cooling solution in portable electronics has yet to be defined; one
major concern is that of blockage due to the airflow through per-
forated plates to form inlet venting. This effect of blockage in
close proximity to a solid wall was studied by Lin and Chou �15�
for axial flow fans, and was found to have significant impact on
both the flow rate and pressure rise. However, little work has been
done on the effect of inlet venting designs on small scale fans,
which would be necessary for the implementation of the active
cooling solution.

To quantify the effect of the inlet perforated vent, a number of
potential inlet cover designs were manufactured to elucidate their
influence on the flow rate, the Reynolds number, and ultimately
the Nusselt number. Figure 5 shows a schematic of the setup
employed with the flow rate measurement facilities described
above. The inlet design covers used are shown in Fig. 6 with B, C,
D, and E representing covers with inlet holes of 1 mm, 2 mm,
3 mm, and 4 mm diameter, respectively. F, G, and H represent

s and the „right… thermal solution setup to mea-

Fig. 5 Experimental setup for flow rate measurement „not to
scale…
fan
Transactions of the ASME
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nnular designs with different percentage open areas, while J rep-
esents a straight line design. All discs were made to have a
2 mm diameter and were placed over the inlet, as shown in Fig.
. A gasket between the plates was used to ensure no leakage
etween the surfaces of the inlet vents and heat sink. A range of
an diameters and speeds were characterized. However, as the aim
f this work is focused on the heat transfer data, to keep the paper
uccinct only one data set is presented. All other measurements
howed similar trends. For this part of the work all tests were
onducted in the absence of the finned heat sinks, with two flat
lates 40 mm in diameter used in each, with the inlet orifice di-
meter equal to the fan outer diameter. The reason for this was to
emove the influence of the fins and thereby make the results as
eneral as possible, even beyond the current study.

esults and Discussion

Effect of Fan Blade Design. The main objective of this work is
o determine the effect on the thermal resistance of varying the fin
ength and rotor diameter within a fixed volume. The initial study
f the blade exit angle was aimed at identifying the optimum
lade design philosophy and at examining the sensitivity to small
hanges in geometrical design on heat transfer. The inlet and exit
ngles from the rotor were varied to achieve this as per the label-
ng of Table 1. Figures 7 and 8 summarize the resultant relative
ow rates and thermal resistances, respectively, for each flow
ngle tested, the error bands are calculated for each measurement
oint using the method of Kline and McClintock �13� described

Fig. 6 Covers manufactured to investigate the ef
fans

ig. 7 Relative volumetric flow rate for the cases described in

able 1 for varying exit flow angles at 7500 rpm

ournal of Heat Transfer
above. Firstly we will consider a single exit angle, 150 deg and
relative performance between designs. Cases A and B have their
exit angles aligned with the heat sink exit angle but with a large
variation in the incidence angle. The relative inlet velocity is at a
high incidence angle with the rotor blade in Case A. The result of
this is a reduction in the aerodynamic efficiency of the blade de-
sign, where a large separation region can be expected to exist in
the leading edge region due to the large adverse pressure gradient
on the suction surface of the blade. The result is a dramatic reduc-
tion in the flow rate, �40%, as corroborated by the results in Fig.
7. As would typically be expected the reduction in flow rate is also
manifested in the thermal resistance measurements where the ther-
mal resistance is seen to increase with the reduced flow rate. In
summary, Case B, the low incidence angle clearly outperforms the
high incidence angle as a design for thermal management solu-
tions when the blade exit angle is aligned with the exit flow angle.

Addressing Cases C and D only, a similar result was evident
when the blade exit angle formed an impingement region on the
fin. Again it was found that a low incidence angle was the favor-
able design for a thermal management solution. Both of these
results were as anticipated as large incidence angles result in sepa-
ration regions near the leading edge of blades in classical turbo-
machinery design �16�, effects that appear to be true in low profile
blades considered in this work also.

Comparing Cases B and C, a reduction in flow rate is seen in
Fig. 7 for the impingement cooling, Case C. This is typical of

t of the cover design on flow rates for small scale

Fig. 8 Thermal resistance in °C/W for the cases described in
fec
Table 1 for varying exit flow angles at 7500 rpm

DECEMBER 2008, Vol. 130 / 125001-5
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mpingement cooling as it suffers from relatively large pressure
rops resulting in a lower flow rate. The more important param-
ter is the thermal resistance, which is also decreased for the
mpingement type cooling of Case C. However, it is evident that
n increase in flow rate of approximately 40% between Cases C
nd B, results in a reduction in thermal resistance of only 20% or
o, Fig. 8. This illustrates that more of the fluid is heated in Case
, indicative of the higher heat transfer rates in the impingement

ype scenario, but these enhanced heat transfer rates are insuffi-
ient to overcome the drop in flow rate due to the increased pres-
ure drop. Had such tests been performed for the unrealistic cases
although often presented in literature� of constant mass flow the
mpingement type flow of Case C would most likely have yielded
he best performance. However, such a setup is practically unre-
listic as any fan will decrease the flow rate when an increased
ressure drop is introduced to the system. It can be concluded
hat, for a given volume and rotational speed, the best thermal
esistance is achieved with Case B where the fan inlet incidence
ngle is low and the fan exit flow angle is matched to the heat sink
n angle.
An unexpected and interesting result is the insensitivity of both

he flow rate and thermal resistance to the blade exit angle for
ach of the cases considered. Only a single measurement was
one for Case D in thermal resistance as the thermal performance
as poor and hence of no further interest. However, the same
istribution can be expected with only minimal change in thermal
esistance.

Effects of Fin Length and Rotor Diameter. As the thermal
esistance was insensitive to the exit angle from the rotor, a fixed
xit angle of 150 deg was chosen as a baseline to determine the
ffects of the rotor diameter on the thermal performance. The
hermal resistance results are shown in Fig. 9 for two different fin
engths.

Considering first the results of the 15 mm rotor relative to those
f Fig. 8 with the longer fin lengths, it is evident that the thermal
erformance is within the experimental uncertainty for the fin
engths starting at both 16 mm and 25 mm in diameter. In fact, the
ctual measured values differ by less than half of 1%. This pre-
ents the potential to remove material from the surface of the heat
ink without suffering performance deterioration, which has posi-
ive manufacturing cost consequences. An added benefit is that the

ig. 9 Effect of varying the rotor diameter with a fixed internal
n diameter of 25 mm and 33 mm at a speed of 7500 rpm
eight of the solution is reduced, which is always a critical com-

25001-6 / Vol. 130, DECEMBER 2008
ponent of portable devices. As expected a reduction in thermal
resistance is noted with increasing the rotor diameter, although
this reduction has a significant power consumption cost.

The fin length was then milled to a starting diameter of 33 mm.
The results of this are also shown in Fig. 9 by closed square
symbols. Again the 15 mm rotor’s thermal performance is un-
changed from the longer fin length experiments. However, for the
larger diameter rotors an improvement in the thermal performance
is observed for the shorter fin lengths. Increasing above 24 mm
diameter it is interesting that only small decreases in thermal re-
sistance are found; in fact, the 30 mm rotor measured a lower
thermal resistance than the 32 mm rotor, albeit within the experi-
mental uncertainty range. Again in terms of power requirements
this has significant consequences as a rotor of 24 mm diameter
requires only one-third the pumping power, using classical fan
scaling laws, as a 32 mm rotor and achieves almost the same
thermal performance. The measured power required to drive the
motor and fan at 7500 rpm ranged between 50 mW and 300 mW
for the 15 mm and 32 mm rotors, respectively. A useful measure
of the effectiveness is a coefficient of performance, which could
be the power dissipated by the heating element over the power
required to drive the motor and fan. Using this measure and as-
suming that the heat sink is 20°C above ambient give coefficients
of performance of 90 and 35 for the 15 mm and 32 mm rotors,
respectively, and highlight the serious power cost of overcooling.

Since the almost constant thermal resistance is important in
terms of portable devices, which are battery power constrained, it
was decided to investigate the proposed design over a range of
Reynolds numbers. This can be done simply by varying the rota-
tional speed of the fans. The result of this is shown in Fig. 10
where almost identical trends are seen for variations in rotational
speed. Over this speed range the classical fan theory predicts a
five fold increase in the flow rate for a given fan diameter, the
same scaling would apply to Reynolds numbers. It is noticeable
that all the speeds produce similar characteristic curves with an
almost constant thermal resistance value when the rotor diameter
is above 28 mm.

To understand the performance of the proposed low profile ther-
mal solution the Nusselt number based on the channel/fin height is
plotted in Fig. 11 for the heat sink with the fin radius starting at
33 mm. The entire internal surface area wetted by the cooling
fluid is used to calculate the heat transfer coefficient, and therefore
the Nusselt number. Hence the wetted area varies with the rotor

Fig. 10 Effect of the rotation speed on the thermal perfor-
mance for different rotor diameters with the heat sink fin diam-
eter starting at 33 mm
diameter, and includes the heat sink fins, upper and lower surfaces

Transactions of the ASME
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inus the fan area. The channel height was used in the calculation
f the Nusselt number as it was a constant for all measurements.
he use of either the hydraulic diameter or fin length, while intu-

tively more appropriate, did not collapse the data as effectively. A
inear relationship between the Nusselt number and rotor diameter
s evident with the proposed scaling, and this relationship could be
xploited to develop an empirically based correlation to represent
he Nusselt number as a function of rotor diameter and rotational
peed.

Such a correlation approach lacks understanding of the basic
eat transfer physics and makes comparison to existing literature
omewhat difficult, hence a relationship of Nu as a function of the
eynolds number would be more appropriate. Channel and
oundary layer flows yield the relationship of the Nusselt number
roportional to the Reynolds number to the power of 0.5 and 0.8,
or laminar and turbulent flows, respectively �17�. The Reynolds
umber for the flow considered is always less than 1000 based on
he channel height and absolute exit velocity, and therefore can be
xpected to be laminar. Figure 12 shows the relationship between
he Nusselt number and Reynolds number based on the tip speed

ig. 11 Average heat transfer coefficient for the heat sink with
he fin length starting at a radius of 33 mm

ig. 12 Scaling of the Nusselt number and Reynolds number

or a range of rotor diameters and speeds

ournal of Heat Transfer
and rotor diameter. This definition of the Reynolds number can be
calculated without measurement and is available to any designer
and hence its use here.

Figure 12 demonstrates that the power of 0.8 collapses the data
for each rotor diameter, when the rotational speed is varied. This
scaling of 0.8 is representative of the turbulent rather than laminar
heat transfer characteristics and suggests a nontypical flow within
the heat sink design for the Reynolds numbers considered. An
almost constant value, 0.014, is found for the rotor diameters of
24 mm and greater. Below 24 mm a significant reduction is found
in this scaled value, the reason for this is unclear but some sug-
gestions could be a change in fan law scaling at this reduced
diameter, or the physics of heat transfer may have changed due to
changes in the rotor to fin length ratio. Finally, attempts at col-
lapsing the data from the heat sinks with different length fins were
also attempted but were not successful. Here the flow rates will
not scale with classical fan laws as the heat sink geometry is
varied. The values were about 0.015 for the heat sink with an
internal fin diameter of 25 mm and 0.012 for an internal fin diam-
eter of 16 mm based on the same scaling as Fig. 12.

Influence of Inlet Vent Design. Although the influence of an
inlet design is not directly relevant to the current work on heat
transfer, for completeness it is useful to present the type of per-
formance reductions to be expected from the integration of low
profile thermal solutions within a device due to inlet vent design.
Figure 13 shows the flow rates normalized at their maximum val-
ues for a single fan at a rotational speed of 7500 rpm. The maxi-
mum flow rate occurs when no cover is in place, K, with all inlet
designs causing a reduction in the flow rate, up to about 60% for
Design F. The effect of such a reduction on the heat transfer can
be interpreted from the scaling found in Fig. 12, Nu proportional
to the Reynolds number to the power of 0.8. For the cover designs
investigated a reduction of up to 50% in the Nusselt number is
therefore anticipated, for Cover F. The designs of D, E, and G,
where good flow rates are achieved, are anticipated to result in
decreases of about 20% in the Nusselt number and are good can-
didates for inlet cover designs in portable electronic devices.

Conclusions
The paper addressed the potential of a low profile thermal man-

Fig. 13 Percentage flow rate and heat transfer relative to no
cover; black and grey columns represent the flow rate and Nus-
selt number, respectively, and K refers to the case of no
blockage
agement solution for electronic portable devices. A number of

DECEMBER 2008, Vol. 130 / 125001-7
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erodynamic situations were tested experimentally to determine
he thermal resistance achieved through impingement and aligned
ow with the heat sink fins. The resultant data show two impor-

ant points, a low incidence angle at the leading edge is important
o achieved good thermal resistance, and the thermal resistance
here the fan exit flow is aligned with the heat sink fins is supe-

ior to that where the fan exit flow impinges directly on the heat
ink fins. Changes in the rotor exit blade angle proved to be only
lightly sensitive to thermal resistance. Rotor diameter and fin
ength variation within a constant volume was examined and it
as found that minimal reductions in thermal resistance were

chieved despite large increases in pumping power. In portable
evices power consumption is a key element of any design and
his work highlights the importance of good designs in achieving
nergy efficient cooling systems.

From a more fundamental perspective the scaling parameters
ere found to be in better agreement with classical turbulent laws

ather than laminar ones despite a Reynolds number of less than
000. This suggests that the proposed thermal design demon-
trates the favorable heat transfer characteristics of turbulent
ows, which make it a promising design for low profile applica-

ions. Preliminary work on the inlet cover design demonstrated
hat this was not a hindrance to the implantation of active cooling
n portable electronics.

omenclature
A � wetted area �m2�
D � diameter �m�
E � given function
H � fin height �m�
M � meters �m�
N � rotational speed �rad s−1�

Nu � Nusselt number
Q � heat transfer �W�
R � radius of heat sinks �m�

Re � Reynolds number �N D2 /��
Rth � thermal resistance �°C W−1�

rpm � revolutions per minute
T � temperature �K�
V � velocity �m/s�

WE � uncertainty in the result
Wn � uncertainty in independent variables

h � heat transfer coefficient
k � thermal conductivity

x � independent variables
n

25001-8 / Vol. 130, DECEMBER 2008
� � fan blade angle
� � kinematic viscosity
� � incidence angle

Subscripts
amb � ambient conditions

w � heat sink base wall
measured � measured conditions

1 � fan inlet conditions
2 � fan outlet conditions
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The downstream condition may be written: T�l ,y ,z�=c1�T�l ,y ,z�+c2�, where c1�=1 /c1 and c2�=−c2 /c1. Thus the source terms are

W��c1−1�TW+c2� at i=1 and aE��c1�−1�TE+c2��=aE��1−c1�TE−c2� /c1 at i=nx. The latter is generally significant only at very low
eynolds numbers.
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